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Preface

After the successful first edition of the International Workshop on Pulmonary Image Analysis
at MICCAI 2008 in New York City, the entire organizing team volunteered to organize the
second edition of this event, aimed at bringing together researchers in pulmonary image
analysis to discuss recent advances in this rapidly developing field. The Second International
Workshop on Pulmonary Image Analysis will be held on September 20, 2009 in London, UK,
again as a workshop of the MICCAI conference. Two researchers later joined the organizing
team. We received many high quality submissions for this workshop. All papers underwent
a thorough review process with two to four reviews per paper by members of the program
committee and additional reviewers.

The proceedings of this workshop consist of three parts. There are fifteen regular papers,
dealing with various aspects of image analysis of pulmonary image data, including segmen-
tation, registration, and quantification of abnormalities in various modalities, with the focus
in most studies on computed tomography, but also with papers on the analysis of MRI and
X-ray scans. Next to these regular papers, we invited researchers to join in two comparative
studies where algorithms were applied to a common data set, and submit a paper to the
workshop about their system. The first of these challenges is EXACT09, on the extraction
of the pulmonary airway tree from CT data. The second one, VOLCANO’09, is on the anal-
ysis of size changes in pulmonary nodules from consecutive CT scans. The results of these
challenges are described in two overview papers that can be found in these proceedings. More-
over, fifteen papers describe systems that participated in the EXACT09 challenge and three
papers describe algorithms that were used for the VOLCANO’09 challenge. That challenge
attracted thirteen participating teams who applied algorithms, often previously published
and not described in these proceedings, to the challenge data.

Challenges have been held at MICCAI since 2007 when the first edition of the Grand
Challenge workshop compared approaches for liver segmentation in CT and caudate seg-
mentation in MRI data. The challenge workshops have proved popular and allow a direct
comparison between different approaches to solve the same problem. They have been orga-
nized in conjunction with other conferences as well, and one of these, ANODE09, was tailored
particularly towards pulmonary image analysis. EXACT09 and VOLCANO’09 are the first
challenges organized at MICCAI outside of the Grand Challenge workshops. The collection
of good data set is paramount for such comparisons and for EXACT09 this was only possible
through the help of most members of the organizing team who used their extensive networks
to collect a diverse set of scans. The VOLCANO’09 challenge was only possible through the
unique data made available by Weill Medical College of Cornell University.

We would like to take this opportunity to thank the MICCAI 2009 organizers for their
excellent organizational support, and all the reviewers for helping us with the paper selection.
We acknowledge the generous contributions of Siemens Corporate Research, Philips Medical
Systems, VIDA Diagnostics, and MeVis Medical Solutions which helped make this event
possible.
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Prediction of Respiratory Motion Using A
Statistical 4D Mean Motion Model

Jan Ehrhardt1, René Werner1, Alexander Schmidt–Richberg1, and Heinz
Handels1

Department of Medical Informatics, University Medical Center Hamburg–Eppendorf,
Germany, j.ehrhardt@uke.uni-hamburg.de

Abstract. In this paper we propose an approach to generate a 4D sta-
tistical model of respiratory lung motion based on thoracic 4D CT data
of different patients. A symmetric diffeomorphic intensity–based registra-
tion technique is used to estimate subject–specific motion models and to
establish inter–subject correspondence. The statistics on the diffeomor-
phic transformations are computed using the Log–Euclidean framework.
We present methods to adapt the genererated statistical 4D motion
model to an unseen patient–specific lung geometry and to predict individ-
ual organ motion. The prediction is evaluated with respect to landmark
and tumor motion. Mean absolute differences between model–based pre-
dicted landmark motion and corresponding breathing–induced landmark
displacements as observed in the CT data sets are 3.3± 1.8 mm consid-
ering motion between end expiration to end inspiration, if lung dynamics
are not impaired by lung disorders.
The statistical respiratory motion model presented is capable of provid-
ing valuable prior knowledge in many fields of applications. We present
two examples of possible applications in the fields of radiation therapy
and image guided diagnosis.

1 Introduction

Respiration causes significant motion of thoracical and abdominal organs and
thus is a source of inaccuracy in image guided interventions and in image acqui-
sition itself. Therefore, modeling and prediction of breathing motion has become
an increasingly important issue within many fields of application, e.g in radiation
therapy [1].

Based on 4D images, motion estimation algorithms enable to determine
patient–specific spatiotemporal information about movements and organ defor-
mation during breathing. A variety of respiratory motion estimation approaches
have been developed in the last years, ranging from using simple analytical
functions to describe the motion over landmark–, surface– or intensity–based
registration techniques [2, 3] to biophysical models of the lung [4]. However, the
computed motion models are based on individual 4D image data and their use
is usually confined to motion analysis and prediction of an individual patient.

The key contribution of this article is the generation of a statistical 4D inter–
individual motion model of the lung. A symmetric diffeomorphic non–linear
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intensity–based registration algorithm is used to estimate lung motion from a
set of 4D CT images from different patients acquired during free breathing. The
computed vector motion fields are transformed into a common coordinate sys-
tem and a 4D mean motion model (4D–MMM) of the respiratory lung motion
is extracted using the Log–Euclidean framework [5] to compute statistics on the
diffeomorphic transformations. Furthermore, methods are presented to adapt the
computed 4D–MMM to the patient’s anatomy in order to predict individual or-
gan motion without 4D image information. We perform a quantitative in–depth
evaluation of the model–based prediction accuracy for intact and impaired lungs
and two possible applications of the 4D–MMM in the fields of radiation therapy
and image guided diagnosis are shown.

Few works that deal with the development of statistical lung motion models
have been published. Some approaches exist for the generation of 3D lung at-
lases [6], or the geometry–based simulation of cardiac and respiratory motions
[7]. First steps towards an average lung motion model generated from different
patients were done by Sundaram et al. [8], but their work focuses on 2D+t lung
MR images and the adaptation of the breathing model to a given patient has not
been addressed. First methods for building inter–patient models of respiratory
motion and the utilization of the generated motion model for model–based pre-
diction of individual breathing motion were presented in [9] and [10]. This paper
is an extension of [10] with regard to the methodology and the quantitative eval-
uation. In [9] motion models were generated by applying a Principal Component
Analysis (PCA) to motion fields generated by a surface–based registration in a
population of inhale–exhale pairs of CT images. Our approach is different in all
aspects: the registration method, the solution of the correspondance problem,
the spatial transformation of motion fields, and the computation of statistics
of the motion fields. Furthermore, we present a detailed quantitative evaluation
of a model based prediction for intact and impaired lungs. This offers interest-
ing insights into the prediction accuracy to be expected depending on size and
position of lung tumors.

2 Method

The goal of our approach is to generate a statistical model of the respiratory
lung motion based on a set of Np thoracic 4D CT image sequences. Each 4D
image sequence is assumed to consist of Nj 3D image volumes Ip,j : Ω → R
(Ω ⊂ R3), which are acquired at corresponding states of the breathing cycle.
This correspondance is ensured by the applied 4D image reconstruction method
[11] and therefore, a temporal alignment of the patient data sets is not necessary.

Our method consists of three main steps: First, the subjectspecific motion
is estimated for each 4D image sequence by registering the 3D image frames.
In a second step, an average shape and intensity model is generated from the
CT images. In the last step, the average shape and intensity model is used as
anatomical reference frame to match all subject-specific motion models and to
build an average intersubject model of the respiratory motion.
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Image registration is required in all three steps. We use a non–linear, intensity–
based, diffeomorphic registration method as described in the next section. The
three steps to generate the statistical model of the respiratory motion are de-
tailed in Sect. 2.2. The utilization of the 4D–MMM for motion predicition is
presented in Sect. 2.3.

2.1 Diffeomorphic image registration

Diffeomorphic mappings ϕ : Ω → Ω, (ϕ ∈ Diff(Ω), Ω ⊂ Rd) guarantee
that the topology of the transformed objects is preserved and are therefore used
in computational anatomy to analyze and characterize the biological variabil-
ity of human anatomy [12]. A practical approach for fast diffeomorphic image
registration was recently proposed in [13] by constraining ϕ to a subgroup of
diffeomorphisms. Here, diffeomorphisms are parametrized by a stationary veloc-
ity field v, and the diffeomorphic transformation ϕ is given by the solution of
the stationary flow equation at time t = 1 [5]:

∂

∂t
φ(x, t) = v(φ(x, t)) and φ(x, 0) = x. (1)

The solution of eq. (1) is given by the group exponential map ϕ(x) = φ(x, 1) =
exp(v(x)) and the significant advantage of this approach is that these exponen-
tials can be computed very efficiently (see [5] for details).

The problem of image registration can now be understood as finding a para-
metrizing velocity field v, so that the diffeomorphic transformation ϕ = exp(v)
minimizes a distanceD between a reference image I0 and the target image Ij with
respect to a desired smoothness S of the transformation: J [ϕ] = D[I0, Ij ;ϕ] +
αS[ϕ]. Using S[ϕ] =

∫
Ω
‖∇v‖2dx (with ϕ = exp(v)) as regularization scheme,

the following iterative registration algorithm can be derived:

Algorithm 1 Symmetric diffeomorphic registration
Set v0 = 0, ϕ = ϕ−1 = Id and k = 0
repeat

Compute the update step u = 1
2

“
fI0,Ij◦ϕ − fIj ,I0◦ϕ−1

”
Update the velocity field and perform a diffusive regularization:

vk+1 = (Id− τα∆)−1
“
vk + τu

”
(2)

Calculate ϕ = exp(vk+1) and ϕ−1 = exp(−vk+1)
Let k ← k + 1

until ‖vk+1 − vk‖ < ε or k ≥ Kmax
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The update field u is calculated in an inverse consistent form to assure source
to target symmetry. The force term f is related to D and is chosen to be:

fI0,Ij◦ϕ(x) = − (I0(x)− (Ij ◦ϕ)(x))∇(Ij ◦ϕ)(x)
‖∇(Ij ◦ϕ)(x)‖2 + κ2(I0(x)− (Ij ◦ϕ)(x))2

(3)

with κ2 being the reciprocal of the mean squared spacing. Eq. (2) performs the
update of the velocity field v, where τ is the step width. The term (Id− τα∆)−1

is related to the diffusive smoother S and can be computed efficiently using
additive operator splitting (AOS).

We have chosen this diffeomorphic registration approach because of three rea-
sons: In the context of the motion model generation, it is important to ensure
that the calculated transformations are symmetric and diffeomorphic because of
the multiple usage of inverse transformations. The second reason is related to
runtime and memory requirements: due to the size of the 4D CT images dif-
feomorphic registration algorithms using non–stationary vector fields, e.g. [14],
are not feasible. Third, the representation of diffeomorphic transformations by
stationary vector fields provides a simple way for computing statistics on diffeo-
morphisms via vectorial statistics on the velocity fields.

For a diffeomorphism ϕ = exp(v), we call the velocity field v = log(ϕ) the
logarithm of ϕ. Remarkably, the logarithm v = log(ϕ) is a simple 3D vector
field and this allows to perform vectorial statistics on diffeomorphisms, while
preserving the invertibility constraint [15]. Thus, the Log-Euclidean mean of
diffemorphisms is given by averaging the parametrizing velocity fields:

ϕ̄ = exp

(
1
N

∑
i

log(ϕi)

)
. (4)

The mean and the distance are inversion-invariant, since log(ϕ) = − log(ϕ−1).
Even though the metric linked to this distance is not translation invariant, it
provides a powerful framework where statistics can be computed more efficiently
than in the Riemannian distance framework. For a more detailed introduction to
the mathematics of the diffeomorphism group and the associated tangent space
algebra, we refer to [5] and the references therein.

2.2 Generation of a 4D mean motion model

In the first step, we estimate the intra–patient respiratory motion for each 4D
image sequence by registering the 3D image frames. Let Ip,j : Ω → R (Ω ⊂ R3)
be the 3D volume of subject p ∈ {1, . . . , Np} acquired at respiratory state j ∈
{0, . . . , Nj − 1}. Maximum inhale is chosen as reference breathing state and the
diffeomorphic transformations ϕp,j : Ω → Ω are computed by registering the
reference image Ip,0 with the target images Ip,j , j ∈ {1, . . . , Nj − 1}. In order
to handle discontinuities in the respiratory motion between pleura and rib cage,
lung segmentation masks are used to restrict the registration to the lung region
by computing the update field only inside the lung (see [3] for details).
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In order to build a statistical model of respiratory motion, correspondence
between different subjects has to be established, i.e. an anatomical reference
frame is necessary. Therefore, the reference images Ip,0 for p = 1, . . . , Np are
used to generate an average intensity and shape atlas Ī0 of the lung in the
reference breathing state by the method described in [10]. This 3D atlas image
Ī0 is now used as reference frame for the statistical lung motion model. Each
patient–specific reference image Ip,0 is mapped to the average intensity and shape
atlas Ī0 by an affine alignment and a subsequent diffeomorphic registration.

Let ψp be the transformation between the reference image Ip,0 of subject p
and the atlas image Ī0. Since the intra–subject motion models ϕp,j are defined
in the anatomical spaces of Ip,0, we apply a coordinate transformation

ϕ̃p,j = ψp ◦ϕp,j ◦ψ−1
p (5)

to transfer the intra–subject deformations into the atlas coordinate space. Such
a coordinate transformation accounts for the differences in the coordinate sys-
tems of subject and atlas due to misalignment and size/shape variation and
eliminates subject–specific size, shape and orientation information in the de-
formation vectors. This enables the motion fields of each of the subjects to be
compared directly quantitatively and qualitatively and the 4D–MMM is gener-
ated by calculating the Log-Euclidean mean ϕ̄j of the mapped transformations
for each breathing state j:

ϕ̄j = exp

(
1

Np

∑
p

log (ϕ̃p,j)

)
= exp

(
1

Np

∑
p

log
(
ψp ◦ϕp,j ◦ψ−1

p

))
. (6)

The method proposed in [16] was used to compute the logarithms log (ϕ̃p,j).
The resulting 4D–MMM consists of an average lung image Ī0 for a refer-

ence state of the breathing cycle, e.g. maximum inhalation, and a set of motion
fields ϕ̄j describing an average motion between the respiratory state j and the
reference state (Fig. 1).

2.3 Utilization of the 4D–MMM for individual motion prediction

The 4D–MMM generated in section 2.2 can be used to predict respiratory lung
motion of a subject s even if no 4D image information is available. Presuming a
3D image Is,0 acquired at the selected reference state of the breathing cycle is
available, the 4D–MMM is adapted to the individual lung geometry of subject
s by registering the average lung atlas Ī0 with the 3D image Is,0. The resulting
transformation ψs is used to apply the coordinate transformation eq. 5 to the
mean motion fields ϕ̄j in order to obtain the model–based prediction of the
subject–specific lung motion: ϕ̂s,j = ψ−1

s ◦ ϕ̄j ◦ψs.
However, two problems arise. First, breathing motion of different individuals

varies significantly in amplitude [1]. Therefore, motion prediction using the mean
amplitude will produce unsatisfying results. To account for subject–specific mo-
tion amplitudes, we propose to introduce additional information by providing the
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(a) (b)

Fig. 1. Visualization of average lung model Ī0 (a) and magnitude of mean deformation
ϕ̄j between end inspiration and end expiration (b). The average deformation model
shows a typical respiratory motion pattern. Different windowing and leveling functions
are used to accentuate inner/outer lung structures.

required change in lung air content ∆Vair. Even without 4D-CT data, this infor-
mation can be acquired by spirometry measurements. Thus, we search a scaling
factor λ so that the air content of the transformed reference image Is,0 ◦ λϕ̂−1

s,j

is close to the air content Vair (Is,0) + ∆Vair. In order to ensure that the scaled
motion field is diffeomorphic, the scaling is performed in the Log–Euclidean. To
determine the correct scaling factor λ, a binary search strategy is applied and
the air content is computed using the method described in [17]. ∆Vair can be
regarded as a parameter that describes the depth of respiration. In general, other
measurements can also be used to calculate appropriate scaling factors, e.g. the
amplitude of the diaphragm motion.

Further, a second problem arises when predicting individual breathing motion
of lung cancer patients. Lung tumors will impair the atlas–patient registration
because there is no corresponding structure in the atlas. This leads to distortions
in ψs near the tumor region and consequently the predicted motion fields ϕ̂s,j are
affected. Therefore, we decided to compute ψs by registering lung segmentation
masks from atlas and subject s and by omitting the inner lung structures.

3 Results

To capture the respiratory motion of the lung, 18 4D CT images were acquired
using a 16–slice CT scanner operating in cine-mode. The scanning protocol and
optical–flow based reconstruction method was described in [11]. The spatial res-
olution of the reconstructed 4D CT data sets is between 0.78 × 0.78 × 1.5mm3

and 0.98× 0.98× 1.5mm3. Each data set consists of 3D CT images at 10 to 14
preselected breathing phases. Due to computation times, in this study we use
the following 4 phases of the breathing cycle: end inspiration (EI), 42% exhale
(ME), end expiration (EE) and 42% inhale (MI). A clinical expert delineated
left and right lung and the lung tumors in the images.
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Fig. 2. Result of the motion estimatation by intra–patient registration (top row)
and the model–based motion prediction (bottom row) of patient 01. Visualization of
the magnitude of the displacement field computed by intra–patient registration (top
left) and of the displacement field predicted by the 4D mean motion model (bot-
tom left). Right: contours at end inspiration (green), end expiration (yellow) and esti-
mated/predicted contours at end expiration (red).

The aim of the model generation is to create a representation of the mean
healthy lung motion. In a dynamic MRI study by Plathow et al. [18], tumors with
diameter > 3cm were shown to influence respiratory lung dynamics. According
to their observations, we divide the lungs into two groups: lungs with intact
dynamics and lungs with impaired motion. Lungs without or with only small
tumors (volume < 14.1cm3 or diameter < 3cm) are defined as intact. Lungs with
large tumors or lungs affected by other diseases (e.g. emphysema) are defined as
impaired. According to this partitioning, we have 12 data sets with both lungs
intact and 6 data sets with at least one impaired lung. Only data sets with intact
lungs are used to generate the 4D–MMM.

3.1 Landmark–based evaluation

Due to the high effort of the manual landmark identification only 10 of the
18 data sets are used for the detailed quantitative landmark–based evaluation.
Between 70 and 90 inner lung landmarks (prominent bifurcations of the bronchial
tree and the vessel tree) were identified manually in the four breathing phases,
about 3200 landmarks in total. An intraobserver variability of 0.9± 0.8mm was
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Table 1. Landmark motion amplitudes and target registration errors REE for the
patients considered (in mm). Values are averaged over all landmarks per lung. Lungs
with impaired motion are indicated by a gray text color.

Landmark Intra-patient Model-based
motion registration prediction

Data set (Lung) [mm] TRE [mm] TRE [mm]

Patient01 left 4,99 ± 4,84 1,51 ± 1,31 2.43 ± 1,64
right 7,25 ± 4,47 1,41 ± 0,83 3.97 ± 2,08

Patient02 left 7,09 ± 2,92 2,28 ± 1,73 4.26 ± 1,28
right 4,21 ± 1,75 1,16 ± 0,61 3.82 ± 1,14

Patient03 left 6,15 ± 2,26 1,38 ± 0,73 3.68 ± 1,31
right 6,28 ± 2,01 1,78 ± 1,05 3.72 ± 1,37

Patient04 left 6,65 ± 2,56 1,53 ± 0,93 4.01 ± 1,60
right 6,22 ± 3,52 1,44 ± 0,82 2.28 ± 1,09

Patient05 left 5,77 ± 2,03 1,50 ± 0,80 3.17 ± 1,34
right 3,18 ± 3,36 1,29 ± 1,04 3.47 ± 1,99

Patient06 left 9,67 ± 8,32 1,64 ± 1,42 5.85 ± 2,65
right 11,85 ± 7,08 1,60 ± 1,00 4.88 ± 2,02

Patient07 left 8,22 ± 6,52 2,45 ± 2,22 3.99 ± 1,79
right 4,99 ± 6,65 1,49 ± 1,48 3.35 ± 1,69

Patient08 left 5,78 ± 4,14 1,18 ± 0,57 3.15 ± 1,70
right 6,28 ± 5,63 1,25 ± 1,03 3.11 ± 2,24

Patient09 left 7,43 ± 5,34 1,42 ± 1,22 3.05 ± 1,39
right 8,41 ± 5,22 1,67 ± 1,03 4.94 ± 3,01

Patient10 left 7,63 ± 5,83 1,93 ± 2,10 3.16 ± 2,29
right 8,85 ± 6,76 1,76 ± 1,33 5.12 ± 2,34

assessed by repeated landmark identification in all test data sets. The target
registration error (TRE) was determined for a quantitative evaluation of the
patient–specific registration method and the model–based prediction. The TRE
Rk

j is the difference between the motion of landmark k estimated by ϕj and the
landmark motion as observed by the medical expert.

The mean landmark motion magnitude, i.e. the mean distance of correspond-
ing landmarks, between EI and EE is 6.8±5.4mm, (2.6±1.6mm between EI and
ME and 5.0 ± 2.8mm between EI and MI). The TRE of the intra–patient reg-
istration is a lower bound for the accuracy of the model–based prediction using
the 4D–MMM. The average TRE REE between the reference phase (EI) and EE
for patient 01 to 10 (averaged over all landmarks and patients) is 1.6 ± 1.3mm
(1.5±0.8mm between EI and ME and 1.6±0.9mm between EI and MI). Details
for all test data sets are shown in table 1.

For each of the 10 test data sets the 4D–MMM is used to predict landmark
motion as described in Sect. 2.3. If both lungs of the test data set are intact,
a leave–one–out strategy is applied to ensure that the patient data is not used
for the model generation. The change in lung air content ∆Vair needed for the
computation of the scaling factor λ was calculated from the CT images IEI and
IEE for each lung side and each test data set. The same factor λ was used to
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scale the predicted motion fields ϕ̂EE , ϕ̂ME and ϕ̂MI . Besides ∆Vair no 4D
information is used for the model–based prediction.

In Fig. 2 the motion field predicted by the 4D–MMM is compared to the
motion field computed by patient–specific registration. A good correspondency
between the motion fields is visible, except in the right upper lobe where small
deviations occur. The prediction accuracy is illustrated by overlayed contours.

The average TREs REE are listed in table 1 for each of the test data sets and
for both the patient–specific and model–based motion estimation. Lungs with
impaired motion are indicated by a gray text color. Regarding table 1, lungs with
impaired motion generally show higher TREs for the model–based prediction
than intact lungs. The average TRE REE for intact lungs is 3.3±1.8mm, which
is significantly lower (p < 0.01) than for lungs with impaired motion (REE =
4.2± 2.2mm). Significance is tested by applying a multilevel hierarchical model
with the individual Rk values nested within the patient (software: SPSS v.17);
data are logarithmized to ensure normal distribution and the model is adjusted
to landmark motion.

3.2 Model-based prediction of tumor motion

For a second evaluation of the model, we use expert generated tumor segmenta-
tions in two breathing phases (EI and EE) of 9 patient data sets with solid lung
tumors. The 4D–MMM is transformed into the coordinate space of each test
data set (see Sect. 2.3) and then used to warp the expert–generated tumor seg-
mentation at maximum exhale towards maximum inhale. The distance between
the predicted tumor mass center and the center of the manual segmentation
was used to evaluate the accuracy of the model–based prediction. Correspond-
ing results are summarized in table 2. Large tumors with a diameter > 3cm are
marked in the table as “large”.

Regarding table 2 accuracy of the model–based predicted motion of the tu-
mor mass center from EI to EE ranges from 0.66mm to 7.38mm. There is no
significant correlation between the tumor motion amplitude and the accuracy
of the model-based predicted mass center (r = 0.19, p > 0.15). Furthermore, it
cannot be shown that the prediction accuracy for small tumors is significantly
better than for large tumors (p > 0.4). In contrast, the model–based prediction
accuracy of non-adherent tumors is significantly better than for tumors adher-
ing to chest wall or hilum (p < 0.05). In these cases the model presumes the
tumour moves like surrounding lung tissue, whereas it rather moves like the ad-
jacent non-lung structure (e.g. chest wall or hilum). In the last column in table 2
those tumors are tagged. Significance is tested by applying a linear mixed model
(software: SPSS v.17) and the model is adjusted to tumor motion.

4 Discussion

In this paper, we proposed a method to generate an inter–subject statistical
model of the breathing motion of the lung, based on individual motion fields
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Table 2. Tumor size and motion amplitude, and the center distances between manually
segmented tumor and predicted tumor position (see text for details).

Tumor Tumor Intra–patient Model–based
size motion registration prediction

Data set (Lung) [cm3] [mm] TRE [mm] TRE [mm] la
rg

e

a
d
h
e
re

Patient 01 right 6.5 12.20 0.45 3.54
Patient 02 right 7.6 2.15 1.44 3.90 X
Patient 03 left 12.7 6.74 0.41 3.91 X
Patient 05 right 8.2 2.34 1.95 5.39 X

right 17.3 1.68 1.05 4.44 X X
Patient 06 left 3.4 19.78 2.12 6.87

right 128.2 13.78 0.97 2.99 X
Patient 07 right 2.8 1.31 0.42 0.66
Patient 08 right 18.4 6.24 0.90 1.59 X
Patient 09 right 88.9 8.35 0.29 5.33 X X
Patient 10 right 96.1 1.77 1.01 7.46 X X

extracted from 4D CT images. Methods to apply this model in order to predict
patient–specific breathing motion without knowledge of 4D image information
were presented. Ten 4D CT data sets were used to evaluate the accuracy of the
image–based motion field estimation and the model–based motion field predic-
tion. The intra–patient registration shows an average TRE in the order of the
voxel size, e.g. 1.6± 1.3mm when considering motion between EI and EE. The
4D–MMM achieved an average prediction error (TRE) for the motion between
EI and EE of 3.3± 1.8mm. Regarding that besides the calculated scaling factor
λ no patient–specific motion information is used for the model–based prediction
and that the intra–patient registration as well as the atlas–patient registration
is error prone, we think this is a promising result. Thus we believe that a sta-
tistical respiratory motion model has the capability of providing valuable prior
knowledge in many fields of applications.

Since the statistical model represents intact respiratory dynamics, it was
shown that the prediction precision is significantly lower for lungs affected by
large tumours or lung disorders (4.2±2.2mm). These results indicate (at least for
the 10 lung tumor patients considered) that large tumors considerably influence
respiratory lung dynamics. This finding is in agreement with Plathow et al. [18].
In addition, we applied the 4D–MMM to predict patient–specific tumor motion.
No correlation between prediction accuracy and tumor size or tumor motion
amplitude could be detected (at least for our test data sets). We observed that
tumors adhering to non–lung structures degrade local lung dynamics significantly
and model–based prediction accuracy is decreased for these cases.

To conclude this paper, we present two examples of possible applications of
the statistical respiratory motion model.

Application examples: The capability of the 4D–MMM to predict tumor motion
for radiotherapy planning is exemplarily illustrated for patient 01. This patient
has a small tumor not adherent to another structure, and a therapeutically
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(a) (b)

Fig. 3. (a) Visualization of the internal target volume (ITV) of patient 01 in a coronal
CT slice. The ITV was calculated from expert-defined tumor segmentations (yellow
contour) and from tumor positions predicted by the average motion model (red con-
tour). (b) Visualization of the difference between lung motion estimated by patient–
specific registration and lung motion predicted by the 4D–MMM for patient 09. The
left lung shows intact lung motion; dynamics of the right lung are impaired by the
large tumor. The contour of the tumor is shown in black.

relevant tumor motion of 12.2mm. An important measure for planning in 3D
conformal radiotherapy is the internal target volume (ITV), which contains the
complete range of motion of the tumour. For this patient, the ITV is calculated
first from expert-defined tumor segmentations in the images acquired at EI, EE,
ME and MI. In a second step, the expert segmentation in EI is warped to EE,
ME and MI using the 4D–MMM and the ITV is calculated based on the warped
results. The outlines of both ITVs are shown in Fig. 3(a).

A second example demonstrates that the 4D–MMM could be helpful from
the perspective of image-guided diagnosis. Here, the motion pattern of individual
patients are compared to a “normal” motion, represented by the 4D–MMM. To
visualize the influence of a large tumor to the respiratory motion, the difference
between the individual motion field computed by intra–patient registration and
the motion field predicted by the 4D–MMM is shown in Fig. 3(b). The left
lung shows differences of only about 3mm, whereas the large differences to the
intact lung motion indicate that the respiratory dynamics of the right lung are
influenced by the large tumor.

Currently, the statistical motion model represents the average motion in the
training population. A main focus of our future work is to include the variability
of the motion into the model. Here, the Log–Euclidean framework provides a
suitable technique for more detailed inter–patient statistics.
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Abstract. Feature-based registration methods offer a robust alternative
to intensity-based methods when intensities change because of pathology,
image artifacts or differences in acquisition. For registration of lung CT
images, we propose to use distinctive anatomical structures, such as the
pulmonary vessel tree centerlines and lung surfaces, to establish corre-
spondences between pairs of scans. In this respect, we develop and eval-
uate a curve- and surface-based registration method using currents. This
method does not require point correspondence between structures. We
conducted experiments on five pairs of images, where each pair consists
of image volumes extracted at the end inhale and end exhale phases of a
4D-CT scan. To evaluate the registration, we used a set of 300 anatomi-
cal landmarks marked on each image pair. Using both vessel centerlines
curves and lung surfaces yields better alignment (median error of 1.85
mm) than using only curves (2.37 mm) or surfaces (3.53 mm). The com-
bined method achieves overall registration accuracy comparable to that
of intensity-based registration, whereas the errors are made in different
locations. This suggests that low dimensional geometrical features cap-
ture sufficient information to drive a reliable registration, while results
can still be improved by combining intensity and feature based registra-
tion approaches into one framework.

1 Introduction

Registration of chest CT scans is an important subject within pulmonary image
analysis. The general task of registration is to establish a point-to-point cor-
respondence between two images. Registration of lung CT images can be used
in various clinical applications, such as lung cancer radiotherapy planning and
quantitative analysis of disease progression.

Image registration methods can be separated into two general groups: intensity-
based and feature-based methods. Intensity-based methods integrate spatial in-
formation over the entire image domain, whereas feature-based methods require
a representation of the image data in terms of distinctive geometrical structures.
Feature-based methods offer more robust registration when image intensity is
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changed, owning to for instance pathology, image artifacts or differences in scan
protocol. Generally, segmentation of geometrical structures in lungs is less sen-
sitive to intensity changes, since the method incorporates geometrical regularity
constraints or prior anatomical knowledge. Moreover, segmentation of distinctive
lung structures may be either corrected manually or delineated by a professional.

The most distinctive anatomical structures in lung CT images are vessels,
airways, lobe fissures and lung surfaces. Lungs surface and lobe fissures define
large-scale deformations of the lungs and provide an insight into the global mo-
tion of the lungs, while small-scale deformations are influenced by vessels and
airway tree motion.

Feature-based registration relies on various geometrical structures, e.g., points,
curves or surfaces. Thin-plate spline image registration [1–3] is the standard
method for matching points under the assumption that deformations are small.
For large deformations, a diffeomorphic point matching approach was developed
by Joshi and Miller [4] and was later adapted for surface matching [5]. Current-
based diffeomorphic method for surface matching under the large deformations,
pioneered by Glaunès et. al. [5], was further developed and adapted for curve
matching problem [6, 7]. Within a framework of currents, no point correspon-
dence between structures is required.

Several surface-based registration methods were previously developed for
lung CT images [8–10]. The outer surface of the lungs together with the outer
surface of vessels were used in an algorithm similar to iterative closest point
methods in [8]. Lung surface was used to register CT lung images [10] and to con-
strain intensity-based registration with a deformation field obtained from surface
matching procedure [9]. The two main advantages of the feature-based registra-
tion of lung CT images via currents are: no point correspondence is required
and unified representation of curves and surfaces. The low dimensional geomet-
rical features, such as curves and surfaces contain much fewer points compared
to dense intensity images, thus feature-based registration can be more efficient.
Moreover, in the framework of currents, dimensionality of image features may
be reduced even more without decreasing registration accuracy [11].

In this paper we apply the current-based registration method, pioneered by
Glaunès et. al. [5] and further propagated by Durrleman [7, 12], to three feature
sets: vessel centerlines, lung surface and combined set of centerlines and surface.
We evaluated the registration methods on a set of 5 pairs of end exhalation and
end inhalation phases of 4D-CT images with ground truth landmarks.

2 Registration via Currents

2.1 Representation of curves and surfaces

In the framework of currents [5, 6, 12], geometrical shapes such as curves and
surfaces are represented with a set of vectors. A current is encoded with a finite
set of vectors attached to the specified positions. A curve C(x) can be defined
with its tangent vector τ(x) at each position x. In a discrete setting, curve is
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considered as a set of piece-wise linear segments where each segment is repre-
sented by its center point, tangential direction, and segment length. Similarly, a
surface S(x), with a given mesh, is represented with the normal direction n(x),
face center x and area. Both surfaces and curves are thus encoded into currents
as a set of vectors. Geometrical shape in the framework of currents is defined in
a weak form, as the action of the shape on a test vector field w from a space
of possible vector fields W . The current of a curve C(ω) is defined by the path
integral along the curve through the test vector field w,

C(ω) =
∫

C

w(x)τ(x)dx. (1)

And the current of a surface S(ω) is defined by the flux of the vector field w
trough the surface,

S(ω) =
∫

S

w(x)n(x)dx. (2)

The space W of test vector fields is a space of square integrable vector fields
convolved with a Gaussian kernel with standard deviation σw [12, 6]. The norm
of the current, μ(C), is defined in the dual space W ∗, as the maximum action of
the current among all possible test vector fields ||μ(C)||W = sup||ω||W ≤1 C(w).

2.2 Lung structures as currents

In this paper we used distinctive anatomical lung structures such as vessels and
lung surface as features for registration. Fig. 1(a) shows an example of segmented
lung structures. The lung fields and vessels are segmented with the algorithm
described in [14]. A sparse triangulation of the lung surface was computed via
the marching cube algorithm [15]. For each face, the corresponding normals
were computed and oriented to point outwards of the surface. Fig. 1(b) shows
an example of the constructed current for a lung surface.

Vessel tree was segmented as follows: lung image was thresholded with a
fixed intensity value tv = −600HU , then a local analysis of Hessian matrix was
performed in order to remove non-tube like structures. Large vessels segmented
near the hilum area were omitted from the vessel tree segmentation. For more
details on vessels segmentation algorithm we refer the reader to [14]. Centerlines
were extracted from the segmented vessel tree using a 3D thinning algorithm
[16].

The tangential direction of a centerline was computed via local principal com-
ponent analysis. For each centerline point we extracted neighboring centerline
points, applied PCA to the point cloud, and assigned the first principal compo-
nent to the tangential direction at the centerline. For centerlines sufficiently far
from vessel bifurcation and neighboring vessel, the principal direction points to
a tangential direction of the centerline. For centerlines close to the bifurcation
the principal direction points between the two splitting vessel centerlines. This
is consistent with the framework of currents, were the action of each vessel di-
rection results in a joint action at the bifurcation point. The orientation for the
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(a) Example of segmented lung
surface and lung vessel tree

(b) Current corresponding to a lung surface.

(c) Current corresponding to a vessel tree centerlines.

Fig. 1. Example of segmented lungs surface and vessel tree 1(a); triangulation
of the lungs surface (black mesh) with the corresponding current (red vectors)
1(b); current corresponding to the vessel tree centerlines (red vectors) with a
zoom-in 1(c).

positive direction was set to point outwards from the center of the image. Fig.
1(c) shows an example of the constructed current for a segmented vessel tree
and a zoom-in into a bottom part of the image.

2.3 Current-based Image Registration

In this paper, we combine the previous work on matching curves [6] and sur-
faces [5] via currents. The similarity measure between two curves Cf , Cm or
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two surfaces Sf , Sm is defined as the squared norm of the difference in μ for
corresponding currents with respect to the test vector field w ∈ W :

E(Cf ;Cm) = ||μ(Cf ) − μ(φ(Cm))||2W , (3)

for fixed and moving curves Cf and Cm respectively. And

E(Sf ;Sm) = ||μ(Sf ) − μ(φ(Sm))||2W , (4)

for fixed and moving surfaces Sf and Sm respectively, where φ is a diffeomorphic
transform function. Combining two similarity terms for curves (3), surfaces (4)
and a regularisation term with trade-off coefficients γC , γS , γφ in a final cost
function gives:

E(Cf , Sf ; Cm, Sm) = γC ||μ(Cf ) − μ(φ(Cm))||2W + γS ||μ(Sf ) − μ(φ(Sm))||2W
+ γφReg(φ). (5)

Diffeomorphic transformation φ of curves and surfaces was modeled in the frame-
work of large deformation diffeomorphic matching [4, 6], where deformation of
each feature is defined by a velocity vector field vt = φ′

t. The smooth velocity
field vt is described via Gaussian kernel with standard deviation σV , where σV

determines the typical scale of the deformations [12, 6]. To guarantee smoothness
of the final diffeomorphism, we defined the regularisation term as in [12],

Reg(φ) =
∫ 1

0

||vt||2V dt. (6)

3 Experiments

In order to quantify the accuracy of the proposed registration method with a
ground truth, we used images from a publicly available dataset [13]. For each
image pair, 300 manually placed corresponding landmarks were provided [13].
Five pairs of images, where each pair consists of images extracted at end exhale
and end inhale phases of 4D CT image, were used in our experiments. In-plane
resolution of the images varied from 0.97× 0.97 mm to 1.16× 1.16 mm and slice
thickness was 2.5 mm.

3.1 Parameter Settings

Vessel tree were segmented using the algorithm as in [14] with the intensity
threshold −600 HU, ratio of Hessian eigenvalues was set to m1 = 0.75, m2 = 0.5.
For every centerline point we extracted a neighboring centerline points from the
cube neighborhood of 7× 7× 7 voxels size and computed the principal direction
of the centerlines. All the direction vectors were normalized to 1. Fig. 1(c) shows
an example of the extracted currents for vessel centerlines with a zoom-in to a
lower part of the lungs. A regular surface triangulation was constructed with a
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marching cube algorithm with further simplification of the mesh [15]. Normal
directions to each of the face were normalized to 1.

In our experiments, end inhale phase of 4D-CT image was registered to end
exhale phase. The following internal parameters of image registration were se-
lected manually. The accuracy of feature alignment σW was set to 5 mm for
curves and 10 mm for surface features. The spatial variability of deformation
velocity field σV was set to 25 mm for both types of features. The weight coef-
ficients in the cost function (5) were set to γC = 1 for the curve matching term,
γS = 0.01 for the surface matching term and γφ = 10−4 for the regularizer. The
cost function was minimized with a standard gradient descent approach.

3.2 Results

We evaluated four registration methods, as follows: combined curve- and surface-
based registration with cost function (5); curve-based registration with cost func-
tion (3); surface-based registration with cost function (4); and a free-form B-
Spline intensity-based method as in [17]. We compared registration accuracy of
the four methods based on the alignment of 300 landmarks distributed uniformly
in lung area, Fig. 2(b) shows an example of the spatial distribution of landmarks
within the lungs.

The overall accuracy of the image registration methods was defined as the
mean Euclidean distance between landmarks, target registration error (TRE), in
millimeters. The mean and the standard deviation of TRE for the four methods is
reported in Table 1. We performed Wilcoxon rank-sum test on TRE distribution
to compare the combined curve- and surface-based registration with the curve-
based and surface-based methods individually. Results are reported in the Table
1. Box-plots in Fig. 2(a) show the overall accuracy of the four image registration
methods on a complete set of landmarks over all five cases.

Correlation between TRE for the intensity-based and combined curve- and
surface-based registration was ρ = 0.5, varying from 0.17 − 0.59 for the five
cases. Overall, for 35.5% cases of landmarks the combined curve- and surface-
based registration method performed better than intensity-based method.

4 Discussion

Fig. 2(a) shows that the curve-based method alone provides good registration
accuracy for the majority of landmarks. However, there are many outliers present
with errors of up to 2.5 cm. Within the framework of currents, points located fur-
ther than the typical scale of deformations σV are not affected by deformations
of the features, which might cause landmarks distant to the vessel centerlines to
be misaligned. Surface-based registration result in a slight overall improvement
in TRE compare to the initial configuration. In contrast, incorporating both
surfaces and curves into feature-based registration results in more accurate reg-
istration (1.85 mm) compared to both curve-based (2.37 mm) and surface-based
(3.53 mm) methods.
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Table 1. Registration error at the landmark positions in [mm] for the four reg-
istration methods. The mean (m) and the standard deviation (sd) are reported.
Statistical comparison of combined curve- and surface-based registration method
was performed against the surface-based and curve-based methods. The nota-
tions of statistical significance level are as follows: ∗ corresponds to p < 0.05 and
ns to p > 0.05. The most right column indicates percentage of landmarks where
the combined curve- and surface-based registration outperforms the intensity-
based registration.

Image Registration Accuracy in mm [m ± sd]

N Before Combined Surface Curve Intensity %

1 3.89 ± 2.78 1.47 ± 0.72 2.45 ± 1.56∗ 2.24 ± 1.41∗ 1.23 ± 0.61 37.7

2 4.34 ± 3.90 2.19 ± 1.98 3.63 ± 2.94∗ 2.32 ± 2.06ns 1.26 ± 0.67 39.0

3 6.94 ± 4.05 3.30 ± 3.05 5.31 ± 3.26∗ 3.03 ± 2.79∗ 1.86 ± 1.11 25.0

4 9.83 ± 4.86 3.34 ± 2.67 5.98 ± 3.74∗ 5.28 ± 4.52∗ 2.15 ± 1.48 36.0

5 7.48 ± 5.51 3.83 ± 3.54 5.80 ± 4.37∗ 4.40 ± 4.42∗ 2.32 ± 1.82 40.0

All 5 cases
6.50 ± 4.83 2.83 ± 2.72 4.63 ± 3.58∗ 3.45 ± 3.48∗ 1.76 ± 1.31 35.5

median 5.13 1.85 3.53 2.37 1.44

The median of TRE for the combined curve- and surface-based registration
was 1.85 mm compared to 1.44 mm for the intensity-based method. Several rea-
sons may lead to larger TRE for the combined curve- and surface-based method,
such as inconsistency in segmentations of vessels in the two images. Ambiguous
segmentation of lung surface near the hilum may leads to large missregistration
errors in this area. Fig. 3(b) shows a difficult case in the data with irregular
centerlines in the back of the lungs. Registration of lung images based on such
geometrical structures as vessels centerlines and lung surfaces can be naturally
improved by including airways and lung fissures into the presented framework.

In order to understand where are the main differences between the feature-
based and intensity-based method, we visualized discrepancy between the two
deformation fields in Fig. 3(a). For illustration purpose, we sparsely selected
points where the orientation between deformation vectors were above 60◦ and
with the magnitude of discrepancy vectors more than 3 mm and plotted inside
the lung area. Interestingly, the discrepancy between the feature- and intensity-
based methods were localized.

We further investigate image slices located at the areas where the discrepancy
between the two methods was largest (blue cut planes in Fig. 3(a)). Fig. 4 shows
the difference image with the moving image subtracted from the fixed image for
both registration methods. Overall, lung surfaces and small vessels were aligned
more accurately with the feature-based registration method.

Second International Workshop on Pulmonary Image Analysis -21- 



1 2 3 4 5

0

5

10

15

20

25

Ta
rg

et
 R

eg
is

tra
tio

n 
E

rr
or

 [m
m

]

Initial Surface Curve Combined Intensity

(a) Box-plot of target registration errors. (b) Distribution of landmarks.

Fig. 2. Target registration errors (TRE) is shown in 2(a), as follows, before
registration was applied (Initial), after surface-based (Suface), after curve-
based (Curve), after combined curve- and surface-based (Combined) and after
intensity-based registration (Intensity). Example 2(b) shows the spatial distribu-
tion of landmarks in the lungs. The landmarks, better aligned with the combined
feature-based method are shown in red and with the intensity-based method in
blue.

Another important component of currents is the length or the weight of the
direction vector. For the task of registration of repeated lung CT images, the
current for a small vessel could be given more weight than for a large vessel,
leading to more accurate registration of small vessels. This is an important ad-
vantage of current-based registration over intensity-based method where small
vessels with low contrast to surrounding lung tissue have negligible impact on
the overall cost function. In this paper we used equal weights for all currents
and normalized the length to 1.

On average, 35.5% of landmarks were aligned better with the curve- and
surface-based registration. The low correlation coefficient (0.5) suggests that the
two registration methods align landmarks differently and may be combined into
a more robust registration method.

5 Conclusion

In this paper, a curve- and surface-based registration method is presented, where
lung surface and vessel tree centerlines are built-in into the framework of current-
based registration. Incorporating both centerlines and surfaces results in more
accurate registration than curve- or surface-based registration method alone.
The proposed combined curve- and surface-based registration method achieves
slightly lower accuracy than intensity-based registration but for 35.5% of land-
marks outperformed the intensity-based method. A natural extension of the
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(a) Deformation vectors for the combined
curve- and surface-based (magenta) and
intensity-based (green) methods methods
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(b) Example of irregular current

Fig. 3. (a) An example of discrepancy in deformation fields between the feature-
based and intensity-based registration methods. (b) An example of an ambigious
current for the back of the lung.

presented work will be incorporating more anatomical lung structures, such as
airways and fissures, to improve the feature-based method.

Results show that the proposed feature-based registration method is robust
to inconsistent segmentation and outliers in segmented features and capable of
handling imperfect segmentations. In applications where importance of different
features varies, the prior weight of a feature may be encoded into the presented
registration framework. Results suggest that a natural improvement of registra-
tion would be obtained by combining the feature- and intensity-based methods.
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Abstract. Automated lung segmentation in multidetector computed to-
mography data is a first processing step in computer-aided quantitative
assessment of lung disease. Robust segmentation of diseased lungs is a
non-trivial problem which is unsolved up to now. Consequently, lung seg-
mentation results need to be manually verified, which is time-consuming
and costly. We propose a novel algorithm for detecting gross abnor-
mal lung segmentations based on a fast 3D shape retrieval approach.
First, the segmentation result to verify is used to query a 3D lung shape
database containing normal lung shapes. Second, the 3D shape dissimi-
larity between query and retrieved shape is utilized to assess the abnor-
mality of the segmentation. Our method represents a first step toward
the development of a quality assessment system for lung segmentations.

Key words: Segmentation abnormality detection, shape retrieval, shape
context, lung segmentation

1 Introduction

Lung diseases like cancer, chronic obstructive pulmonary disease (COPD) or
pneumonia are a major health problem. Multidetector computed tomography
(MDCT) based lung imaging plays an important role in the early detection, di-
agnosis, and treatment of lung disease. Automated image analysis of lung MDCT
data supports physicians in the quantitative assessment of lung disease [1]. One of
the first steps in lung image analysis is to segment the lungs. Several approaches
to lung segmentation in MDCT have been proposed. An overview can be found
in [1]. The majority of approaches are based on gray-value analysis and assume
that there is a large density difference between lung tissue and surrounding
structures. In case of normal lungs, such approaches produce sufficiently accu-
rate results. However, they frequently fail to deliver correct lung segmentations
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if the lungs contain high density pathology regions like masses (tumors) or pneu-
monia. In general, the segmentation of diseased lungs is a non-trivial problem
which is important for clinical applications and research.

Recently, a few papers proposing more robust lung segmentation algorithms
have been published. For example, Sluimer et al. propose a segmentation by
registration scheme to robustly segment diseased lungs [2, 3]. While delivering
promising results, not all pathological cases could be handled successfully [3].
In addition, the proposed approach is quite computing-time intensive [3]. An
adaptive border marching algorithm was presented in [4] to reliably include
juxtapleural nodules in lung segmentations. An approach for the robust segmen-
tation of lung parenchyma based on the curvature of ribs was presented in [5].
In summary, up to now available robust lung segmentation approaches are not
able to handle all possible pathological cases successfully and/or require sig-
nificantly more computing-time than conventional lung segmentation methods.
This is especially a problem for the automated analysis of large numbers of lung
MDCT data sets, as required in multi-center clinical trials or the automated pro-
cessing/analysis of lung image databases collected by the Lung Image Database
Consortium (LIDC) [6] or the Reference Image Database to Evaluate Response
(RIDER)1 projects, for example. Even the verification of the correctness of sev-
eral thousand lung segmentation results is a costly and time-consuming task.
To efficiently deal with this problem, an automated quality assessment/control
system is needed that allows the automatic identification of abnormal lung seg-
mentations (e.g., segmentation errors, breathing artifacts, etc.). Once abnormal
segmentations are identified, different remedy strategies can be applied, includ-
ing:

– adapt parameters and rerun the segmentation algorithm,
– apply a more robust—but usually more time consuming—method,
– manually correct the automatically generated segmentation result,
– switch to a semiautomatic/manual segmentation approach, or
– exclude the data set from further analysis.

A process might even utilize a sequence of the above outlined strategies depend-
ing on the classification result of the segmentation after each processing step.

In this paper we present a novel approach to detect grossly abnormal lung
segmentations based on a shape retrieval method. The main idea behind our
approach is as follows. First, the 3D lung segmentation result is used to query
a reference lung shape database. Data sets in the reference database are repre-
sentatives for normal lung shapes. Second, an assessment of the segmentation
abnormality is derived from a 3D shape dissimilarity between query shape and
the best match found in the reference database. Our approach builds on a fast
shape retrieval approach based on shape contexts which we recently introduced
for 2D shape retrieval [7]. This allows the rapid assessment of segmentation re-
sults. While content-based image retrieval systems have been developed for lung
images [8, 9], we are not aware of similar approaches for 3D lung shape.

1 http://ncia.nci.nih.gov/collections
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Abnormalities in 3D shape can be caused by segmentation errors (e.g., due
to high density lung pathology), breathing artifacts, pleural effusion, missing
data and so on. The work described in this paper represents a first step toward
the development of a lung segmentation quality assessment system that can
differentiate between different causes of abnormal segmentations.

2 Related Work

Content-based retrieval systems are a prerequisite to effectively utilize databases
like medical image archives. The two most popular query techniques in this
context are semantic retrieval and query by example. In the latter case, the
user provides an example depicting the content of the query. To process such an
request, algorithms are needed that assess the similarity/dissimilarity between
query and examples stored in a database. This allows for the ordering of the
database examples based upon their relevance, and to retrieve the closest match.

Shape is an important feature for querying object databases. Several methods
for 3D shape retrieval have been proposed. A review of methods can be found
in [10]. In the case of large databases, the time needed to assess the similarity of
images is critical for retrieval performance, and thus, for practical applicability.

Shape contexts [11, 12] represent a powerful method for shape description and
similarity assessment. They have been used for applications like shape retrieval
[13, 14] or hippocampal surface mapping [15]. Fig. 1 illustrates the basic idea
of shape contexts on 2D shapes. Given an object in an image, a representation

(a) (b) (c)

(d) (e) (f)

Fig. 1. Examples of 2D shape contexts. (a-c) Sampled object shapes shown with log-
polar histogram bins placed on a reference point. (d-f) Shape contexts corresponding
to (a-c).

of the object’s shape based on a finite set of 2D points P = {p1, ...,pn} with
pi ∈ R

2 is generated by sampling the object contour. Point sampling can be
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done randomly or with an equidistant spacing. A reasonable selection of n, the
number of sample points, is required to have a good representation of the input
shape. For a point pi of the shape represented by P , a coarse histogram Hi of
the relative coordinates of the remaining n − 1 points is computed:

Hi(k) = #{q �= p|(q − pi) ∈ bin(k)} . (1)

The calculated histogram Hi is denoted as the shape context of pi [12]. For
example, Figs. 1(a-c) depict three different 2D shapes, each with a selected ref-
erence point pi and a log-polar histogram outline around pi. The corresponding
shape contexts are depicted in Fig. 1(d-f). The shape context in Figs. 1(d) and
1(e) show similarities, because the object shapes are similar (normal lung shapes)
and reference points on both of the shapes have been chosen such that they are
approximately corresponding. In contrast, the similarities of the shape contexts
of the normal lung shapes (Figs. 1(d-e)) and the abnormal lung shape (Fig. 1(f))
are quite low. Consequently, shape contexts can be utilized to compare shapes.

The bins of the histogram are usually chosen such that they are uniform
in log-polar space, which makes the descriptor more sensitive to shape points
nearby the point pi. Normalization to rotation of a shape is achieved by aligning
the histogram with the shape tangent or normal vector direction in point pi.
Invariance to isotropic scaling can be gained by normalizing the shapes regarding
their size before they are used to calculate the shape context.

For shape retrieval, the similarity/dissimilarity between the query shape and
all the shapes in a database need to be assessed. For example, this can be ac-
complished by using shape contexts. As outlined in [7], a major drawback of
utilizing shape contexts directly for shape retrieval is the high computing-time
needed for the comparison of a query shape with shapes in a database, since
each shape is usually described by several hundred or thousand shape contexts
which need to be compared individually. Consequently, methods that utilize a
single shape signature are preferable for shape retrieval, especially when large
databases are queried.

3 Method

Our approach to detect gross abnormalities in lung segmentations consists of
two main processing steps. First, the given lung segmentation is used to query
a 3D lung shape database containing normal lung shapes. Second, the 3D shape
dissimilarity between retrieval result and query segmentation is used to assess
the segmentation. The left and right lung are processed independently, thus
we utilize two databases of normal left and right lung shapes. However, the
processing scheme is the same for left and right lungs. The individual components
of our method are described in detail in the following sections.

3.1 Fast 3D Shape Retrieval

For efficient 3D shape retrieval from a database, we use a shape signature which
is based on shape contexts. The utilized approach represents an extension of
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our previous work on fast 2D shape retrieval [7] to 3D. The main idea behind
our approach is outlined in Fig. 3. For a given 3D shape, represented by a
point set P = {p1, . . . ,po} with pi ∈ R

3 (Figs. 3(a-c)), all the corresponding
shape histograms Hi with i = 1, . . . , o are calculated. The 3D (spherical) shape
contexts Hi (Fig. 2) are then rearranged into 1D shape context vectors vi,
based on which a single shape signature is calculated for P (Figs. 3(d-f)). The
similarity of two shapes can then be assessed by comparing the corresponding
shape signatures. Basically, the task of assessing shape similarity is transformed
into the task of assessing the similarity of shape signatures. Consequently, in
terms of computing time, expensive point-to-point shape context comparisons
are avoided.

⇒ vi =

8>>><
>>>:

v1

v2

...
vnbins

9>>>=
>>>;

Fig. 2. Example of a 3D (spherical) shape context histogram Hi and the corresponding
rearranged shape context vector vi. A log-polar partitioning scheme is used to define
the 3D histogram bins. To gain invariance to rotation, the axis of the shape histogram
(red arrow) is aligned with the surface normal at a sample point pi. The bin content
is rendered in gray.

Given two 3D point sets Px = {px,1, . . . ,px,m} and Py = {py,1, . . . ,py,n} to
compare, let the matrices Sx = [vx,1, . . . ,vx,m]T and Sy = [vy,1, . . . ,vy,n]T store
all the rearranged shape context vectors of the shapes Px and Py, respectively.
We then define the following shape dissimilarity measure:

SD(Px, Py) = 1 − corr(scc(Px), scc(Py)) , (2)

where the shape context covariance (signature) of a point set P is defined as
scc(P ) = cov(S), and cov(S) denotes the covariance matrix of all the rows
(shape context vectors) in S. The function corr in Eq. 2 denotes the normal-
ized correlation coefficient. Low values for SD indicate a high similarity, and
large values indicate shapes with low similarity. Given a query shape Pquery

and a normal lung shape database DB = {P1, . . . , Pw}, the shape retrieval re-
sult Pimatch

is generated by evaluating imatch = argmini=1,...,w{SD(Pquery, Pi)}
with Pi ∈ DB. To speedup the retrieval process, all shape signatures scc(Pi)
of database shapes can be calculated in an offline processing step and stored in
the database. In addition, only the upper triangular part of scc(P ) needs to be
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considered for correlation calculation and storage, because of the symmetry of
the covariance matrix. This reduces computing-time and the required storage
space for the shape signatures. Matrices Sx and Sy are of size m × nbins and
n×nbins, respectively. nbins denotes the number of histogram bins. The numbers
m and n of points in each point set can be different, but we prefer that m and
n are the same. Consequently, we randomly sample u = m = n points from the
surface of the left and right segmented lung shape.

(a) (b) (c) (d) (e) (f)

Fig. 3. 2D example of shape signatures derived from shape contexts. (a-c) Point sets
representing shapes. (d-f) Corresponding shape signatures H; a nonlinear gray-value
transformation was applied for better visualization of signature patterns.

To gain invariance to rotation, a surface normal vector is calculated for each
sample point (Fig. 4(e)) to align the shape context. To robustly compensate for
differences in size, we utilize the following approach. The left and right lungs of
the database are roughly normalized before the shape signature is calculated by
isotropically scaling them so that they have a height of hl = 260 mm (approx. av-
erage lung size in z-direction). To calculate shape contexts of database shapes, a
minimum radius of rminDB = 6 mm and maximum radius of rmaxDB = hl/3
is used. Furthermore, after sampling shape points from the query data set,
several shape signatures scc(Pquery,γ) = sccγ(Pquery) are calculated by using
rminQγ = γrminDB and rmaxQγ = γrmaxDB with the scale factor γ ∈ O and
O = {0.5, 0.6, . . . , 1.5} for the log-polar histograms. The size invariant shape
retrieval match Pimatch SI

is found by evaluating

imatch SI = argmin
i=1,...,w

{SD(Pquery,γi , Pi)} (3)

with γi = arg minγ∈O{SD(Pquery,γ , Pi)}. The corresponding parameter γimatch SI

represents a discrete estimate for the relative size between query shape and re-
trieved normalized shape from the lung database.

Depending on the imaging protocol used, the scans can show heart motion
artifacts. In addition, ribs, airways, as well as pulmonary arteries and veins
can cause certain local variations in shape (Figs. 4(a) and (b)). To better deal
with this variation, we smooth the volumetric lung shape data sets by applying
a convolution with a Gaussian kernel (σ = 10) before the surface points are
sampled. Examples for smoothed lung shapes are shown in Figs. 4(c) and (d). In
comparison, the corresponding original shapes are shown in Figs. 4(a) and (b).
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(a) (b) (c) (d) (e)

Fig. 4. Sampled surface points utilized to describe lung shapes shown with correspond-
ing normal vectors. (a) Left and (b) right lung. (c) Smoothed lung shape corresponding
to (a). (d) Smoothed lung shape corresponding to (b). (e) Magnified lower right section
of the smoothed lung shown in (d).

Let SDDB(Pquery) denote the dissimilarity between query and retrieved
database shape. Gross shape abnormalities can be detected by applying a thresh-
old to SDDB(Pquery).

4 Experiments

For our experiments, we utilized 54 left and 57 right lung shapes for building
a normal lung shape database. In addition, 22 left and 16 right gross abnormal
lung segmentations were available. Abnormalities were caused by different kinds
of lung pathology (e.g., cancer), missing data, segmentation errors, and severe
breathing artifacts. All lung shapes were represented by u = 4000 randomly
selected surface sample points. The selection of u represents a good trade-off
between computing time, needed for calculating shape histograms, and the abil-
ity to describe local surface details. Shape histograms with nbins = 360 were
utilized (partitioning scheme: 5, 8, and 9 bins for radius, longitude, and latitude,
respectively; see Fig. 2).

Two experiments were performed to assess our method. First, we performed a
leave-one-out experiment on the database shapes. There are two reasons behind
this experiment. First, the experiment allows us to find out how well the left out
shape is represented in the database. This is an important analysis, because we
have a limited number of database shapes for the left and right lung. Clearly,
the more lung shape cases are stored in the database, the better the population
can be described. Second, it allows us to find out which 3D shape dissimilarity
(SD) values we can expect for normal lung shapes. In the second experiment,
the available abnormal left and right lung shapes were used to query the corre-
sponding normal lung shape databases. The SD histograms of both experiments
are plotted in Figs. 5(a) and (b) for the left and right lung, respectively. And
the corresponding receiver operating characteristics (ROC) are shown in Fig. 6.
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Fig. 5. Shape dissimilarity (SD) histograms for normal and gross abnormal shapes.
(a) Left lung and (b) right lung.

(a) (b)

Fig. 6. Receiver operating characteristics (ROC) for the (a) left and (b) right lung.

The time required for producing a point representation of a query segmen-
tation was 220 seconds. The generation of the eleven shape signatures needed
for gaining size invariance took 72 seconds. The intrinsic shape retrieval process
required 0.5 seconds on average. Our experiments were performed on a standard
image pressing workstation, and the utilized implementation was not optimized
for speed.

5 Discussion

The shape dissimilarity (SD) histograms in Figs. 5 show that normal lung shapes
have quite low SD values compared to abnormal shapes. For the left and right
lung shapes, there is some overlap in terms of shape dissimilarity. This is also
clearly visible in the ROC plots in Fig. 6. One cause for this might be that some
normal shapes are not well represented in our database. For the reported ex-
periments, a limited number of lung shapes was available. Clearly, the currently
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(a) (b) (c) (d)

Fig. 7. Impact of surface smoothing. (a) and (c) Lung segmentations containing seg-
mentation errors; (b) and (d) corresponding smoothed lung shapes. The gross segmen-
tation error is clearly visible in (b), but the error caused by a tumor in (c) is not visible
in (d) due to size.

utilized number of database shapes is not representative for all possible lung
shapes, as indicated by our experiments. For example, barrel chest “shaped”
lungs are underrepresented. In this context, we plan to evaluate our method on
a larger data collection in the future.

Using smoothed lung shapes for analysis clearly represents a trade-off. On
the one hand, only basic shape characteristics are utilized for shape analysis, and
heart motion artifacts, rib patterns on the lung surface, etc. do not influence the
shape dissimilarity measure. On the other hand, some (smaller) abnormalities
might not be detected, because they are not or only allusively represented by
the smoothed shape (Fig. 7). In this paper, we are specifically aiming at assess-
ing/detecting gross abnormalities based on shape analysis. In the future we plan
to expand our approach by utilizing shape representations on different scales.
This will allow us to detect more and smaller abnormalities. In this context, cal-
culating shape signatures for specific sub-parts of lung shapes might also enable
to detect smaller and local abnormalities.

6 Conclusion

We have presented an approach to assess grossly abnormal lung segmentations
based on a shape retrieval approach. Our method represents a step towards the
development of an automated quality assessment system. Such a system will be
beneficial for the automated analysis of large numbers of MDCT lung scans. In
addition, it offers the prospect of developing novel approaches to robust lung
segmentation.
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Obstructive pulmonary function: Patient
classification using 3D registration of inspiration

and expiration CT images

K. Murphy, B. van Ginneken, E.M van Rikxoort, B.J. de Hoop, M. Prokop, P.
Lo, M. de Bruijne, and J.P.W. Pluim

University Medical Center, Utrecht, The Netherlands.

Abstract. Chronic Obstructive Pulmonary Disorder (COPD) is a con-
dition with 4 classes of severity, characterised by reduced airflow and
diagnosed by means of pulmonary function testing. CT scanning offers
far more detailed information about the underlying pathology and site(s)
of the disease than is afforded by a pulmonary function test, but is not
currently used in the diagnosis and classification of COPD. In this work
a classification system is presented to classify 110 subjects in a COPD
database based on 2 thoracic CT scans taken at full inspiration and at
full expiration for each subject. Experiments with a 2-class kNN classifier
(COPD/non-COPD) as well as with a 5-class kNN classifier (COPD 1-
4/non-COPD) are presented. Features are derived from 3 sources 1)The
inspiration scan, 2)The expiration scan, 3)Comparison of the HU values
at inspiration and expiration based on a 3D, fully automatic, non-rigid
registration.
Classification in a 2-class system is particularly successful achieving an
area under the ROC curve of Az=0.92. Multi-class classification is more
challenging, with 66% of cases correctly classified and a further 28%
classified in a class neighbouring the true one. A discussion is presented
of the difficulties of precise multi-class classification due to drawbacks of
the reference standard of pulmonary function testing. It is shown that
the inclusion of registration-derived features improved the performance
of the classifiers in all cases.

1 Introduction

Chronic Obstructive Pulmonary Disorder (COPD) is the fourth highest cause of
chronic morbidity and mortality in the United States and by 2020 it is expected
to be the fifth most important illness worldwide in terms of burden of disease [10].
COPD is characterised by airflow limitation which is not fully reversible and
diagnosis is confirmed by means of spirometry (pulmonary function testing) [10].
Four levels of severity are defined according to the spirometry results (COPD
classes 1-4), and the status of subjects without COPD is here referred to as ‘class
0’. There may be several underlying causes of the airflow obstruction including
emphysema and/or narrowing of the airways. While pulmonary function tests
provide useful information about the overall extent of airflow restriction they do
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not infer the pathological causes of this restriction or the regions of the lungs
affected.

CT scans are used to examine the physical state of the lungs in COPD
patients and to investigate the causes of the disease in more detail. CT-based
measurements can be expected to provide quantitative information about airflow
and have been shown to do so in many studies including [5,9]. In [9], for example,
analysis of CT scans is used to compare the relative contributions of emphysema
and airway-narrowing. Using measurements based on CT values creates the po-
tential to simultaneously evaluate the individual components of the disease and
its location within the lungs thereby improving physician’s understanding of the
mechanisms of the disease [11].

Both inspiration and expiration scans have a role to play in airflow analysis
since emphysema is most easily visualised in inspiration scans, while regions of
air-trapping (which may be caused by airway obstruction) are more obvious at
full expiration. A direct regional comparison of CT scans taken at full inspira-
tion and expiration is expected to provide valuable additional information, but
visual comparisons are typically awkward to carry out due to the difficulty of
aligning small regions in both scans. For a thorough quantitative analysis a full
3D registration of the scans is required.

In this work we attempt to determine whether quantitative airflow analysis
by means of CT alone is sufficient firstly to diagnose COPD and secondly to
categorise the subject into the correct COPD class using a k-Nearest-Neighbour
(kNN) [3] classifier. Experiments with COPD diagnosis (COPD/non-COPD)
were carried out using a 2-class kNN classifier. A 5-class kNN classifier was
utilised in separate experiments to attempt to classify subjects into the cor-
rect COPD class (0-4). Features are extracted from both the inspiration scan
(emphysema) and the expiration scan (air-trapping). Furthermore, we perform
a fully automatic 3D registration of the inspiration and expiration scans, and
extract additional features from a voxel by voxel comparison of the inspiration
and expiration intensities. The various feature sets are compared to determine
which features are most important in achieving an accurate classification.

2 Materials

In this study 110 pairs of scans are used which form part of a COPD database be-
ing constructed at our research institute. The subjects are either clinical patients
or were recruited as part of a CT screening trial. All subjects are either at risk of
developing COPD (former/current heavy smokers) or already have COPD. The
numbers of scan pairs representing each COPD level (0-4, see section 3) are as
follows: 0:29, 1:19, 2:33, 3:16, 4:13.

Each subject underwent a breath-hold CT scan at full inspiration and another
at full expiration. All scans were acquired in less than 12 seconds. CT scanning
protocol varied slightly depending on the subject but was usually set with a beam
current of 30mAs for inspiration scans (low dose) and 20mAs for expiration scans
(ultra-low dose).
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All scans were obtained without contrast injection on a 16 detector-row scan-
ner (Mx8000 IDT or Brilliance 16P, Philips Medical Systems). They have a
per-slice resolution of 512×512, with the number of slices per scan varying per
subject. Slice thickness is 1mm with overlapping slices and a slice-spacing of
0.7mm

3 Reference Standard

COPD is diagnosed by means of spirometry (pulmonary function testing). Dur-
ing pulmonary function tests subjects are instructed to exhale fully into a mouth-
piece and various measurements are made, including ‘Forced Expiratory Volume
in 1 Second’ (FEV1) and ‘Forced Vital Capacity’ (FVC). FEV1 measures how
much air volume is released in the first second of expiration, and FVC determines
the entire volume exhaled. A value known as ‘FEV1-Predicted’ is determined us-
ing look up tables based on details such as the subject’s gender, height, weight,
age and race. Table 1 illustrates how COPD is diagnosed based on these mea-
surements. FEV1 as a percentage of FVC determines the presence or absence of
COPD, while FEV1 as a percentage of FEV1-Predicted is used to establish the
severity of the condition.

COPD Class: 0 1 2 3 4
(No COPD) (Mild) (Moderate) (Severe) (V. Severe)

Measurement:

FEV1 as % of FVC ≥70 <70 <70 <70 <70

FEV1 as % of FEV1
Predicted

≥ 80 ≥ 50, <80 ≥ 30, <50 <30

Table 1. The criteria for determination of COPD class by pulmonary function testing

4 Methods

4.1 Pre-Processing

As an initial pre-processing step all inspiration and expiration scans were sub-
sampled in order to make certain subsequent procedures more efficient. The
images were reduced by block averaging to 256×256 voxels in the X-Y plane
with the number of slices reduced such that the data was isotropically sampled.
Linear interpolation was used to determine grey-values between voxel locations.

Segmentation masks for the lungs and lobes were computed for all scans. The
lung segmentation algorithm was by Sluimer et al. [15] based on the method of
Hu et al. [6]. Lobe segmentation was performed using an algorithm by van Rikx-
oort et al. [17]. All segmentations included in this study were visually checked.

Second International Workshop on Pulmonary Image Analysis -39- 



Distance transforms from the lung boundaries were computed as follows: The
lung mask was eroded with a spherical kernel of radius 5 voxels and a distance
transform was calculated on the eroded segmentation. The erosion served to en-
sure that voxels inside the true lung boundary also obtained a distance value in
the transform. Values above 10 in the distance transform image were clamped.
These distance transform images were subsequently used in the registration pro-
cedure.

4.2 Registration

Registration was carried out on the down-sampled images in order to reduce
memory consumption. The registration was implemented using elastix version
4.0 (http://elastix.isi.uu.nl) which is a registration toolkit based on the National
Library of Medicine Insight Segmentation and Registration Toolkit (ITK). The
expiration scan was transformed to match the inspiration scan and the calcu-
lated transform was subsequently applied to the original full resolution expiration
data. The registration procedure consisted of an initial affine registration step
followed by a non-rigid registration to handle the deformations of the lung tissue.
Both steps involved a multi-resolution strategy with 5 resolution levels for the
affine procedure and 7 for the non-rigid. The cost function used was a combina-
tion of the mutual information (MI) [16] of the down-sampled scans and the sum
of squared differences (SSD) of the lung boundary distance images described in
section 4.1. The lung boundary distance images were included as an additional
guide to the registration to ensure that the lung boundaries were well aligned.
The MI cost was weighted more heavily (0.75) than the SSD cost (0.25). Optimi-
sation was by means of a stochastic gradient descent optimizer [7]. The non-rigid
registration deformations were modelled by a B-Spline grid [12]. The grid-size
varied per resolution-level with the finest grid at the last level having a spacing
of 10mm in each dimension. The lung segmentation described in section 4.1 was
used as a mask for the inspiration scan to ensure that during registration the cost
function was calculated on samples from the volume of the segmented lungs only.
The registration settings were chosen bearing in mind that there may be very
large deformations between the inspiration and expiration scans. Registration
using these settings took approximately 45 minutes per scan pair.

4.3 Vessel Segmentation

In order to exclude vessels from subsequent feature calculations (in which only
lung parenchyma is of interest) a vessel segmentation is performed. Although
the registration was reasonably accurate for most vessel structures, on some
occassions vessel aligment was imperfect. For this reason vessel segmentation
was carried out on the inspiration and transformed expiration images separately.
Vessel segmentation was also carried out on the original expiration image.

The vessels were segmented using the algorithm of Lo et. al. [8]. Since the
majority of the scans used a low-dose or an ultra-low dose protocol, the best
results were obtained by using the full resolution scan data and applying a noise
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filter [13] prior to the segmentation. The vessel segmentation was dilated with a
spherical kernel of radius 1 voxel to ensure that undersegmentation was not an
issue. In addition a conservative thresholding was applied to the original image
to segment the brightest voxels. The final segmentation comprised the union of
the dilated vessel segmentation and the thresholded bright voxels. The threshold
t was set at t = CTmin + ((CTmax − CTmin) × 0.5) where CTmin and CTmax

represent the minimum and maximum intensity values within the lung volume.
In practise, to avoid CTmin and CTmax being influenced by noise or minor
segmentation errors, CTmin is given the value of the 1st centile and CTmax

the value of the 99th centile. Examples of vessel segmentations in inspiration
and expiration are shown in figure 1. Note that there are occasionally voxels
on the pleural surface which are included in the vessel segmentation due to
the thresholding step and inaccuracies in the lung segmentation. These are not
problematic in our application as our vessel segmentation serves only to exclude
these voxels during feature calculation.

(a) (b) (c)

Fig. 1. Vessel Segmentations in (a) inspiration, (b) expiration and (c) transformed
expiration

4.4 Feature Calculation

With the aim of classifying the subjects based on their COPD severity a number
of features were calculated for each image pair. The features can be divided
into 3 subsets as follows: Feature set A - Features of the inspiration image only,
Feature set B - Features of the expiration image only, Feature set C - Features
based on a voxel-by-voxel comparison of the inspiration image with the registered
(transformed) expiration image. The features consist of percentages and averages
which are calculated over both lungs, over each lung individually and over each
lobe individually. Per-lung and per-lobe features are included since they may
prove more useful than global features in the classification of COPD. The full
list of 48 calculated features is given in table 2.
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Feature calculation was carried out on the down-sampled versions of the im-
ages to conserve memory usage. Prior to calculating the features the inspiration,
expiration and transformed expiration scan were noise-filtered [13]. Blood mass
correction (BMC) [4] was applied to the transformed expiration image before the
calculation of feature set C where the inspiration and transformed expiration im-
ages are compared directly. The theory of BMC is based on the assumption that
the total mass of the lungs is not changed by the actions of inhaling and exhaling
air. Calculating the masses according to the CT intensity values however, it can
be demonstrated that a minor change in mass occurs. This change in mass is
due to alterations in blood-flow in the lungs during the breathing process [2].
The BMC calculates the difference in mass for each lung between inspiration and
expiration and thereby derives a correction factor for voxels in that lung. The
grey-value of each voxel in the lung is adjusted in the transformed expiration
image such that the corrected mass of the lung is equal to that of the same lung
in inspiration.

Comparison of subjects based on the relationship between their inspiration
and expiration scans can cause difficulties. For example, subject A may show a
smaller change in intensity values between inspiration and expiration then sub-
ject B, which might suggest that subject A has a comparatively reduced airflow.
However such a difference may also be due to the fact that subject A did not
inhale or exhale as completely or deeply as subject B for the purposes of the
CT scans. For this reason, all features in feature set C were normalised by mul-
tiplication with the value C calculated by C = (V olINSP − V olEXP )/V olINSP

where V olINSP is the total lung volume at inspiration and V olEXP the total
lung volume at expiration. Vessel exclusion during calculation of feature set C
was achieved by excluding any voxel which was segmented as vessel in either the
inspiration image or the transformed expiration image.

ID Description Feature set

1 Emphysema(-950). Percentage of voxels below -950HU in insp. A

2 Emphysema(-910). Percentage of voxels below -910HU in insp. A

3 Air-trapping(-850). Percentage of voxels below -850HU in exp. B

4 Ventilation. Average of ventilation values v where v =
(1000(CTINSP − CTEXP ))/(CTEXP (CTINSP + 1000)) [14]

C

5 Subtraction. Average of subtraction values s where s = CTEXP −
CTINSP

C

6 Ratio. Average of ratio values r where r = CTEXP /CTINSP C
Table 2. Calculated features. Each of the 6 listed features is calculated over 8 regions
(The total lung volume (1), each lung independently (2) and each lobe independently
(5)), making 48 features in total.
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4.5 Classification

All classification experiments used k-Nearest-Neighbour (kNN) classifiers [3].
Briefly, each subject in the training set is plotted in feature-space based on its
calculated feature values. New subjects are plotted similarly and classified based
on the classes of the k nearest training subjects in feature-space.

Two types of classification were performed. Firstly 2-class classification was
carried out, where subjects were classified as either having COPD (Class 1) or not
(Class 0). Secondly, multi-class classification was attempted, giving each subject
one of five COPD classes (0-4) as per table 1. In each case experiments were
carried out using (1) a combination of all feature sets (feature sets A+B+C), (2)
Only features which do not require registration (feature sets A+B) and (3) Only
features which are derived from registration (feature set C). For all experiments
values of k between 4 and 15 were tested and the k giving the best results was
selected in each case. A leave-one-out training and testing procedure was applied
in all cases.

5 Results

5.1 2-class Classification

The best results for 2-class classifications with various datasets are shown in
figure 2. An ROC curve is shown in each case, with the area under the curve
(Az) and the value of k used listed in the legend. The best results were obtained
using all possible features (feature sets A+B+C) where an Az value of 0.92 was
achieved. Using only registration-related features (feature set C) gave a reduced
Az of 0.89, while using only features of the individual inspiration and expiration
images (feature set C) gave the worst result with Az=0.88.

5.2 Multi-Class Classification

Multi-class classification results are illustrated in figure 3. The bar-chart illus-
trates for all items in each class (and overall) what percentage of the items were
classified correctly and incorrectly. Incorrect classifications are further divided
into 1-Class errors (meaning that the chosen COPD class was a neighbour of
the true COPD class) and larger errors (mainly 2-class errors, see figure 4 for
more detail). The leftmost bar in each group represents classification using the
full feature set (A+B+C), the central bar using feature sets A+B and the right-
most bar using feature set C alone. Overall the best performance is achieved
with feature set A+B+C, while feature set C alone achieves almost the same
result. Excluding the registration-based features (using feature set A+B) gives
a distinct reduction in the performance.
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Fig. 2. ROC curves illustrating the performance of the 2-class leave-one-out classifica-
tion systems with various feature sets.
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Fig. 3. Bar charts illustrating the performance of the multi-class leave-one-out clas-
sification systems with various feature sets. The number of subjects in each group is
indicated by the figures above the bars.

6 Discussion

It has been shown that using automatic analysis of inspiration and expiration CT
scans, subjects can be classified in a 2-class (COPD/non-COPD) system with
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a high degree of accuracy (Az=0.92). Furthermore, multi-class classification is
fully successful in 66% of cases, and chooses a COPD class neighbouring the
correct one in a further 28%.

Precise multi-class classification of this data is difficult, partly due to the
nature of the reference standard. Although pulmonary function tests are used as
a gold standard to classify COPD cases they have a number of associated draw-
backs and issues with reproducibility. Firstly, the test results may vary depending
on how well the subject understands and adheres to the given instructions, the
condition of the subject on the day of testing, the instrument used and various
other factors [1]. Secondly, there is always variation in the population around the
FEV1-predicted values which are based on subject height, age, weight, gender
etc. [1]. Finally, since the measures used to classify COPD are on a continuous
scale, even the most accurate measurements may show a subject to be very close
to the border of 2 COPD classes.

In an attempt to understand the relationship between pulmonary function
test scores and our system mis-classifications, all 37 cases that were misclassified
in the multi-class experiment (using all features) were analysed. Figure 4 illus-
trates the results of this analysis with FEV1/FVC scores shown in the upper
part of the figure, and FEV1/FEV1-Predicted scores in the lower part. It can be
seen that the pulmonary function test scores of a number of the mis-classified
cases place them very close to the boundary between two COPD classes. Cases
34, 35 and 36 (on the X-axis) for example, have FEV1/FEV1-Predicted scores
placing them at the boundary between COPD classes 3 and 4. The reference
standard narrowly places them in class 4, while our classifier placed them in
class 3. Case number 30 has an FEV1/FEV1-Predicted score which places him
in class 2, however his FEV1/FVC score is very close to the 70% boundary
line, above which he would have been classified into class 0. Our classifier places
this subject in class 0 indicating that his CT scans do not reveal classic signs
of COPD. Further investigation would be required to determine whether the
pulmonary function test scores or the CT scans of this patient truly reflect his
condition. Ultimately there may be a case for using quantitative analysis of CT
data in combination with results of pulmonary function tests when diagnosing
COPD subjects.

All experiments illustrated that both 2-class and multi-class classification
are improved by the inclusion of feature set C, based on the automatic 3D
registration of the inspiration and expiration images. Direct comparison of the
percentage of air present in a voxel at inspiration and at expiration is impossi-
ble without an accurate registration, and provides a qualitative measure of the
pulmonary function at that precise location.

The relationship between CT-derived features and COPD classification which
has been demonstrated is an extremely important one. Further research oppor-
tunities now exist to determine whether CT should be routinely used in the
diagnosis and severity classification of COPD. In addition, more precise rela-
tionships between CT features and COPD can be investigated to determine, for

Second International Workshop on Pulmonary Image Analysis -45- 



example, whether impairment in specific lobes affects the spirometry measure-
ments more seriously than in others.
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Fig. 4. Analysis of pulmonary function scores for 37 mis-classified subjects - Above:
FEV1/FVC scores, Below:FEV1/FEV1-Predicted scores. Subjects are ordered by their
reference standard COPD class from left to right (see background colours). The colour
of each point indicates the class into which the subject was incorrectly classified.
(Colours are as per the background, thus: 0=blue, 1=pink, 2=green, 3=orange, 4=pur-
ple). Horizontal lines depict the boundaries of the COPD class as defined in table 1.
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Abstract. The extraction and analysis of the aortic arch in chest com-
puted tomography (CT) data can be an important preliminary step for
the diagnosis and treatment planning of e.g. lung cancer. We here present
a new method for automatic aortic arch extraction and detection of the
main arterial branchings that may serve as segmentation seeds or as land-
marks for intra- and interpatient registration of the mediastinum. Our
method, which is based on Hough and Euclidean distance transforms
and probability weighting, works on both contrast enhanced and non-
contrast CT. A comparison to data manually extracted from 40 cases
shows its robustness at an acceptable overall runtime.

1 Introduction

The automatic extraction of the aortic arch in computed tomography (CT) data
of the chest has gained in importance in recent years, in particular to reduce the
work load of physicians during diagnosis and treatment planning. As the aorta
is the major vessel in the mediastinum, its automatic segmentation can be a
first step for various tasks such as the definition of other mediastinal anatomy
or lymph node stations for lung cancer staging. A delineation of the mediastinal
vasculature for instance can be important for planning of transbronchial needle
aspiration to estimate the optimal path of biopsy needles avoiding collisions with
vasculature [1].

Moreover, when comparing several arches of the aorta across different data
sets of the same patient or across different patients, their precise and accurate
alignment is desirable to compare similarities or variances. An intuitive way to
perform such a registration is to first align their arterial branchings and then
refine this initial alignment towards the ascending and descending aorta.

However, the determination of the aortic arch and its branchings in CT im-
ages is not trivial, as the aortic arch frequently merges with adjacent tissue of the
same image intensity, making an automation more difficult. Furthermore, only
about 94.3% of all patients show a typical branching pattern, i.e. innominate,
left common carotid, and left subclavian arteries, in that order [2].
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The purpose of this work is two-fold. First, we present a method for fully
automatic aortic arch segmentation, which works robust on both contrast en-
hanced and non-contrast chest CT and extends previously presented methods.
Second, we utilize the segmentation result in a new algorithm to automatically
determine the branchings of the aorta. These branchings can be utilized e.g. for
intra- and interpatient registration of the mediastinum or as seed points for a
subsequent segmentation of the branches.

Several research groups proposed methods for the extraction of the aorta
in contrast enhanced data. For example, various semi-automatic and interac-
tive methods were presented for the extraction of the abdominal aorta lumen
in CT angiography data [3–5]. Behrens et al. [6] presented an approach to ex-
tract tubular structures using randomized Hough transform and Kalman filter-
ing. It requires a starting point, a coarse direction, and an approximate radius,
and was tested on the aortic arch in magnetic resonance imaging angiography
data. Kovács et al. [7] utilize the Hough transform to initialize an extraction of
the aortic arch in contrast enhanced CT based on a deformable surface model.
O’Donnell et al. [8] and Peters et al. [9] also proposed a deformable model to
fit the aorta in CT angiography data. While the former [8] was only tested on
one data set, the latter [9] showed segmentation errors for lower contrast. Low
contrast is a common issue for all methods developed for contrast enhanced data.

In non-contrast CT, the Hough transform was also utilized by a few groups,
e.g. by Išgum et al. [10] and Kurkure et al. [11] to detect the ascending and de-
scending part of the thoracic aorta, but not its arch or branchings. Kitasaka et
al. [12] were the first to fit an aorta model to non-contrast chest CT. However, as
their method only includes one model, it cannot cover a large range of variations
of the aortic shape. Taeprasartsit and Higgins [13] therefore extended this ap-
proach to three models and to work on both non-contrast and contrast enhanced
data. After manually selecting the carina tracheae, it could successfully extract
the aorta for 12 test cases. For one case, no appropriate model could be selected.

To our knowledge, there has been no prior work on the automatic extraction
of the main branchings of the aortic arch.

2 Method

Based on general a priori knowledge of the mediastinal anatomy, our method first
performs a series of circular Hough transforms to delineate the aortic arch and
its centerline. Using a B-spline to represent this centerline, the B-spline is then
fitted to a likelihood image, which basically consists of Euclidean distances to
possible aorta edges. After successful centerline fitting, the Euclidean distances
along the centerline are used to recover the full segmentation of the aortic arch.

We eventually determine the main arterial branchings in a parallel projection
image of the segmentation and likelihood image of the aortic arch (in superior
direction) by weighing up three factors influencing the probability of branching
candidates: vessel thickness (represented by the likelihood image), proximity to
the projected centerline, and relative branching positions.
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2.1 Preprocessing

Before any further processing, we smooth the input data by a 3-D median filter of
size sm (see Table 1 for all subsequent variables) to reduce image noise. Moreover,
we assume the patient to be placed in true supine position, as this is the case
for most chest CT acquisitions. However, if the patient is positioned differently,
we could identify representative and unique anatomic landmarks such as bones
[14], perform a principal component analysis or the like to estimate the main
body axes, and rotate the data set accordingly.

The lung (enclosing the mediastinum) and the carina tracheae (within the
mediastinum) are important anatomical landmarks, which we here utilize to
estimate the first centerline points of the aorta. We automatically determine a
rough segmentation of the lung area and its bounding box applying an approach
similar to [15]. Within the bounding box of the lung, we search for the position
of the carina by extracting the airway tree [16] and checking subsequent axial
slices for the ridge between the openings of the right and left main bronchi.4

We furthermore approximate a maximum mediastinal bounding box, which
is centered at the position of the carina on the mediolateral axis and at the center
of the lung bounding box on the anteroposterior and superior-inferior axes. It
has half the diameter (width) of the lung bounding box along the mediolateral
axis and the full diameter of the lung bounding box along the anteroposterior
and superior-inferior axes (cf. Fig. 1a).

2.2 Aortic Arch Segmentation

Our aortic arch segmentation method is an enhancement of the works of [7,
12, 13]. As in [12, 13], high gradients of a CT image are extracted (representing
approximate blood vessel edges) and a Euclidean distance transform is applied
to the gradient image to obtain the likelihood of each voxel being closer or
further away form the centerline of the aorta. In [12, 13] this is followed by
fitting a predetermined model of the aortic arch centerline to this likelihood
image. However, to be independent of predetermined models limited to a number
of cases, we automatically delineate a patient-specific aortic arch centerline by
a series of Hough transforms, as done in [7], and then fit this centerline (instead
of a predetermined model) to the likelihood image. The final shape of the aortic
arch is then recovered by an inverse Euclidean distance transform.

Hough Circle Detection We first automatically delineate points along the
centerline of the aortic arch by applying a series of circular Hough transforms.
As the centerline of the aortic arch can roughly be described by a semicircle that
is extended by two lines towards the inferior, we can easily restrict the Hough
transformation space, once we know the radius of this semicircle. To estimate this

4 Note that basically almost any available method for automatic lung and airway tree
extraction could be chosen, as we only need a very rough approximation of the lung
area and the trachea, left, and right main bronchus.
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(a) Definition of the first three search regions
(in khaki) for circles representing the ascending,
descending, and upper part of the aortic arch.

(b) Hough circle extraction delin-
eating the aortic arch.

Fig. 1: Hough circle extraction: (a) In two predefined search areas within the axial
slice containing the carina and an oblique slice (khaki), we search for three initial
Hough circles. (b) From the three centers of them another circle is computed
(green). Along the upper semicircle and in the axial slices towards its inferior,
we search for more Hough circles outlining the aortic arch.

radius, we search for two initial Hough circles (representing the ascending and
descending aorta, respectively) inside the axial slice containing the carina and
another Hough circle (representing the upper aortic arch) inside an oblique slice
in between and orthogonal to the centers of the circles found in the axial slice
(cf. Fig. 1a). During each Hough circle search, we restrict the search region to save
computation time and avoid mis-detections. For the ascending aorta, we restrict
this search region to the part of the axial slice containing the carina, which is
enclosed by the mediastinal bounding box and to the anterior of the carina.
For the descending aorta, we restrict it to the part enclosed by the mediastinal
bounding box and to the posterior left of the carina. Once the first two circles
and their centers are estimated, we can get a rough estimate of the radius of the
aortic arch by computing the Euclidean distance between the two centers. We
now search for a third circle in an oblique slice in between and orthogonal to the
first two circle centers, which is centered the aortic arch radius away from the
axial slice towards the superior. We set its size to five times the average radius
of the first two circles.

During Hough circle extraction, the Hough map is computed only consider-
ing pixels between tHmin and tHmax in the input image, which is the typical edge
intensity range of the aorta. For each pixel, we compute the Gaussian derivative
of standard deviation �H to estimate the direction of the normal at that pixel.
The Hough accumulator is filled by drawing lines between rHmin

and rHmax
(the

typical minimum and maximum radii of the aorta) along the normal. We blur
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the Hough map using a variance of vH and compute the maxima in the Hough
map. The highest maximum, which represents a full circle in our search area,
is considered to belong to the aortic arch. The upper threshold tHmax is auto-
matically adjusted to the average intensity of the three initial circle centers to
account for contrasted data, where the range of edge voxels is much larger.

When searching for the first three Hough circles, special care needs to be
taken for the circle representing the ascending aorta, as the inferior vena cava
and the brachiocephalic trunk (which both can appear circular) may be visible
in the same axial slice. To select the correct circle, we apply a voting, which
weights the corresponding value in the Hough map, the radius of the circle (as
the ascending aorta is usually the largest of the three vessels), and the distance
of the circle center to the carina along the mediolateral axis (as the ascending
aorta in most cases is right above the carina):

a = arg max
i=1...n

⎛⎝ ℎ(xi)

max
i=1...n

(ℎ(xi))
⋅ r(xi)

max
i=1...n

(r(xi))
⋅ dcarmax

− dcar(xi)

dcarmax

⎞⎠ (1)

where ℎ(xi) is the value in the Hough map corresponding to circle i, r(xi)
is the radius of this circle, dcar(xi) is the distance of the circle center to the
carina in mediolateral direction, and dcarmax

is half the mediastinal bounding
box diameter in mediolateral direction. For the descending aorta, we just take
the circle corresponding to the maximum value in the Hough map. For the
upper aortic arch circle, we need to take care of the left pulmonary artery, which
sometimes runs parallel below the upper aortic arch. Hence we perform another
voting for the most probable circle:

u = arg max
i=1...n

⎛⎝ ℎ(xi)

max
i=1...n

(ℎ(xi))
⋅ r(xi)

max
i=1...n

(r(xi))
⋅ dcenmax − dcen(xi)

dcenmax

⎞⎠ (2)

where dcen(xi) is the Euclidean distance of the circle center to the slice center
and dcenmax is half the length of the diagonal of the oblique slice.

From the three center points of the Hough circles, we estimate a circle in
3D, its upper semicircle representing an estimate for the upper part of the aortic
arch (cf. Fig. 1b).

Following the approach of [7], we reconstruct oblique 2-D slices of four times
the size of the average radius of the three initial Hough circles in 15∘ steps along
the semicircle. In each oblique slice, we search for the Hough circle with the
maximum value in the corresponding Hough map. At each of the two ends of
the semicircle, we start a search for the ascending and descending parts of the
aortic arch. Every 12.5 mm we determine Hough circles in axial slices of the same
size as before, iteratively adjusting the center of the current slice to the center
coordinates of the previous Hough circle and adjusting the size of the 2-D slices
to be four times the size of the average radius of the last three extracted circles
(we hence take care for the facts that the aorta is not straight and the radius
in the descending part is decreasing). We perform this process for the ascending
aorta twice and for the descending aorta eight times. Overall, depending on the
size of the data set, we get at most 23 initial centerline points.
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NURBS Fitting From the initial centerline points, we generate a nonuniform
rational B-spline (NURBS) curve that best fits the points in a least squares
sense. We use 15 control points for the NURBS curve, so even if some of the
centerline points are a little off, we get a good first approximation.

To match the curve with the real centerline of the aortic arch, we create a
likelihood image of the centerline according to [12] (cf. Fig. 2a). In detail, we
first perform a morphological opening using a sphere of size rA on the median-
filtered image to reduce variance of voxel intensities. Next, we detect edges in the
opened image by computing the gradient magnitude and only leave voxels with
a magnitude greater than t�E . As the variance of intensities inside blood vessels
is usually low, we can reduce false edge candidates by computing the standard
deviation at each edge candidate within a sphere of radius r�E

in the opened
image and only leaving candidates whose standard deviation is greater than
t�E

. Last, to generate the final likelihood image we apply a Euclidean distance
transform to the edge image supplemented with ”artificial” edge voxels obtained
from all voxels of the rough lung segmentation. The likelihood image shows the
distance between a voxel and its nearest edge voxel and thus the likelihood of
a voxel to be part of the centerline. Using additional ”artificial” edge voxels we
ensure that all air voxels have zero likelihood to be part of the aorta.

In contrast enhanced data, the intensity distribution varies a lot within the
contrasted region, leading to unwanted edges inside the aorta. To only consider
its wall, we compute the average image intensity at the initial centerline points.
If the average intensity exceeds a threshold tC, we adjust all input voxels to
be smaller or equal to tC before performing above likelihood image generation
steps.

Next, using the Powell optimizer, the NURBS curve is fitted to the likelihood
image by minimizing following expression:

arg min
Pi

⎛⎝− 1

m

m∑
j=1

d2
L

(
N

(
j

m

))⎞⎠ , where N(u) =
k∑
i=1

Ri,pPi (3)

Here, dL(X) is the Euclidean distance value of the voxel X in the likelihood
image, N is the NURBS curve, m is the number of sampling points along the
curve (we sample every millimeter), Ri,p are the rational basis functions of the
curve (of degree p = 3 in our case), and Pi = (xi, yi, zi)

T is the ith of k control
points. Compared to [12] and [13], where one or more models need to be fitted
globally as well as locally using several energy terms, we here greatly reduce
the amount and complexity of optimizations to a single local minimization and
energy term, making the approach faster and stable.

Finally, we recover the shape of the aortic arch by a reverse Euclidean dis-
tance transform, followed by a procedure to deal with false edges. In detail, we
initialize each centerline voxel with the corresponding Euclidean distance from
the likelihood image and draw a sphere of radius equal to this distance. As the
likelihood image may still contain wrong edges, we grow each sphere iteratively,
until the standard deviation of all voxels within the sphere exceeds t�R

. Each
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iteration increases the radius of the sphere by the smallest of the three spatial
resolutions of the input image.

(a) Likelihood image generation
steps.

(b) Branching assign-
ment (inferior view).

(c) Extracted branch-
ings.

Fig. 2: Processing steps during branching assignment: (a) Generation of a 3-D
likelihood image. (b) 2-D projection of the likelihood image and the centerline of
the aortic arch segmentation (purple), and division of the projection into ascend-
ing, arch, and descending region by the pink lines. Each branching candidate is
a local intensity maximum within a certain radius rB represented by the colored
circle. Red are unassigned candidates, blue are candidates assigned to the in-
nominate artery, yellow to the left common carotid artery, and green to the left
subclavian artery. (c) Final branching assignment results.

2.3 Branching Extraction

The extraction of all branchings is motivated by the fact that the innominate,
left common carotid, and left subclavian arteries branch off the aortic arch in
superior direction. We incorporate three properties of the branchings into our
algorithm. First, we search for voxels along the boundary of the aortic arch,
which have a higher local Euclidean distance (likelihood) than others. Second,
the closer the voxels are to the upper ridge of the aortic arch, the more likely
they are branchings. And third, the branching arteries usually have a certain
distance to each other.

Preprocessing Before starting our branching extraction, we preprocess the
input image in the same way as for aortic arch segmentation to obtain a likelihood
image (cf. Fig. 2a), including thresholding with tC in case of contrast enhanced
data. However, as the average diameter of the aortic arch branches is smaller
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than that of the arch itself, we reduce the radius of the structuring element for
morphological opening to rB in order not to ”smooth away” small branches.

Parallel Projection After preprocessing, we create the (one-voxel thick) bound-
ary of the upper aortic arch segmentation. To simplify our branching search, we
reduce the search space from three to two dimensions: starting from the axial
slice containing the carina, we perform a parallel projection of the likelihood
voxels inside the boundary onto a single image, in the following referred to as
2-D likelihood image. Furthermore, for the 2-D likelihood image, we compute the
2-D Euclidean distance transform to its boundary. This image, in the following
referred to as 2-D boundary distance image, is an indicator for the likelihood
of a candidate to be a branching, as the upper ridge of the aortic arch roughly
corresponds to high values in the 2-D boundary distance image.

At the same time we perform a parallel projection of the segmented centerline
of the aortic arch and approximate a 2-D NURBS curve n to this centerline
projection, which again roughly overlaps with the upper ridge of the arch. For
each point x in the 2-D likelihood image or the 2-D boundary distance image,
we define its offset �(x) to the first control point of n along the curve by

�(x) =

⎧⎨⎩
−∣n(0)− x∣ if f(x) = 0 (ascending region)

ln(0, f(x)) if 0 < f(x) < 1 (arch region)

ln(0, 1) + ∣n(1)− x∣ if f(x) = 1 (descending region)

(4)

where ln(a, b) gives the arc length along n between a and b and f(x) gives the
parameter of the point on the curve closest to x. Using �(x), we can also assign
one of three approximate regions (ascending, arch, descending) to each point
(cf. Fig. 2b).

Branching Assignment In the 2-D likelihood image, we search for local max-
ima greater than rB within a radius of rB, whose neighbors within rB are all
inside the boundary of the 2-D likelihood image. These maxima represent our
initial branching candidates, which we now need to identify the correct ones from
and assign correct arteries to.

Innominate Artery As the innominate artery branching may be located at many
possible positions along the upper aortic arch and the innominate and left sub-
clavian artery may have very similar radii and thus likelihoods, we cannot simply
select the innominate as the candidate with the highest likelihood. We first need
to restrict our search area along the upper aortic arch. Therefore, we compute
the average weighted distance dw of all candidates to the first control point of n
by

dw =

∑w
j=1 �(xj) ⋅ dl(xj)∑w

j=1 dl(xj)
(5)

where dl(x) is the Euclidean distance value of the pixel x in the likelihood image.
The candidate positioned below dw (i.e. towards the ascending region) with the
highest likelihood is assigned to the innominate artery.
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However, the innominate artery is often adjacent to the left innominate vein,
so sometimes no distinct border between them is visible, which can lead to several
local likelihood maxima. Therefore, if it is located in the ascending region along
with other candidates, we update the index i of the most probable candidate to

i = arg max
j=1...w

⎛⎝ dl(xj)

max
j=1...w

(dl(xj))
⋅ db(xj)

db(n(0))

⎞⎠ (6)

where db(x) is the value of the pixel x in the boundary distance image and
w is the number of candidates. This favors posterior candidates with higher
likelihood.

Left Subclavian Artery As we got some of the branching candidates due to merges
of the aortic arch with adjacent tissue, and the thickness of the left subclavian
and left common carotid arteries can be similar and much smaller than that of
the innominate artery, we cannot simply search for the second largest value in
the 2-D likelihood image. We need to consider their natural positions relative to
each other.

So first we compute the offset di(xj) = �(xj)− �(xi) between the remaining
candidates and the branching of the innominate artery. If the remaining candi-
dates lie posterior to the innominate artery branching and are at most the arc
length ln(0, 1) of the whole centerline curve away, we further consider them in
the following expression to get the index s of the most likely candidate for the
left subclavian artery:

s = arg max
j=1...v

⎛⎝ dl(xj)

max
j=1...v

(dl(xj))
⋅ db(xj)

db(n(f(xj)))
⋅
(

1−
∣ln(0, 1

3 )− di(xj)∣
ln(0, 2

3 )

)⎞⎠ (7)

Here we account for the facts that the likelihood should be as high as possible,
the candidate should be as close to the centerline as possible, and the branching
of the left subclavian artery should be about one third the arc length of the
centerline curve away from the branching of the innominate artery.

Left Common Carotid Artery All u remaining candidates are considered in a final
step, if they lie in between the innominate and left subclavian artery (i.e. 0 <
di(xj) and 0 < ds(xj) = �(xs)− �(xj)), are approximately on a line connecting
the innominate and left subclavian artery (i.e. the angle between this line and
the line connecting the candidate and the left subclavian artery should not get
too big, in our case less than 40 degrees), and are superior to the inferior of the
two (looking at their original depth in 3D). From the indexes of these candidates,
we choose the most likely one c for the left common carotid artery by

c = arg max
j=1...u

⎛⎝ dl(xj)

max
j=1...u

(dl(xj))
⋅ db(xj)

db(n(f(xj)))
⋅
(

1− ∣ds(xj)− di(xj)∣
ds(xj) + di(xj)

)⎞⎠ (8)

Here we favor candidates, which lie half way between the branchings of the
innominate and the left subclavian artery.
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3 Results

We evaluated our method on 10 contrast enhanced and 30 non-contrast chest CT
data sets of various hospitals, scanners, and acquisition parameters. The 40 data
sets consisted of 99 – 838 slices spaced 0.4 – 1.5 mm. Each axial slice had 512 ×
512 pixels of size 0.5 – 0.665 mm. For each data set, we manually segmented the
aortic arch and extracted its branchings, which took approximately one to two
hours per data set. For the automatic algorithm, we used the parameters shown
in Table 1.

Table 1: Values of parameters used for evaluation (HU refers to Hounsfield units).
sm: 3×3×3 voxels tHmin : -60 HU vH: 5 pixels t�E : 10 HU

tC: 200 HU tHmax : 40 HU �H: 5 pixels r�E : 3 voxels

rA: 4 mm rHmin : 7 mm t�E : 15 HU

rB: 2.5 mm rHmax : 28 mm t�R : 8 HU

For each data set, we computed the sensitivity, specificity, and Jaccard index
between the manually and automatically segmented 3-D volumes (considering
voxels within the bounding box of the two segmentations only) and their mean,
standard deviation (SD), and minimum. We also computed the mean, SD, and
maximum of the minimum Euclidean distances (MD) of the contours of the two
segmentations and their mean, SD, and maximum. Furthermore, we counted
the number of false positives (i.e. branchings outside their corresponding artery)
and false negatives (i.e. missed branchings) for all 40 data sets and computed the
mean, standard deviation, and maximum of the Euclidean distances between all
manually and automatically selected branchings. Finally, on a workstation with
two 64-bit Quad-Core Intel Xeon 5355 processors and 16 GB main memory we
measured the runtime of our automatic method, separated into preprocessing,
aorta, branching extraction, and total runtime, along with their mean, SD, and
maximum. Table 2 summarizes all results.

Table 2: Results of our evaluation.
Aortic Arch Segmentation

Sensitivity Specificity Jaccard Index Mean MD (mm) SD MD (mm) Max MD (mm)
0.95±0.03≥0.89 0.99±0.00≥0.98 0.92±0.02≥0.85 0.4±0.1≤0.9 0.5±0.1≤0.9 3.6±1.2≤6.9

Branching Extraction Runtime (s)

Distance (mm) TP FP FN Preprocessing Aortic Arch Branching Total
2.0±1.1≤6.1 114 0 3 68±23≤106 74±42≤179 12±5≤21 154±65≤298

4 Discussion

Our results show that, at an acceptable average total runtime of about 2.5 min-
utes and a mean distance of less than half a millimeter between manual and
automatic segmentation, the aortic arch could be extracted well. As can be seen
in Table 3, we also improve the state of the art in aortic arch segmentation.

As already mentioned in [12, 13], problems can arise when cardiac motion or
calcifications induce imaging artifacts and when the pulmonary artery, superior
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Table 3: Comparison of our method to the state of the art in automatic aortic
arch extraction. In [13], results were not assessed quantitatively. Due to global
and local fitting to one or several models, [12] and [13] are expected to have a
longer runtime than our method.

Method Non-/Contrast Successful/Cases Mean MD (mm) Runtime (min)

Kovács et al. [7] No/Yes 17/21 1.1±0.2 ∼6
Peters et al. [9] No/Yes 36/37 0.6±1.1 0.2

Kitasaka et al. [12] Yes/No 7/7 0.5±0.2 NA
Taeprasartsit & Higgins [13] Yes/Yes 12/13 NA NA

Ours Yes/Yes 40/40 0.4±0.1 ∼2.5

vena cava, or other tissue is adjacent to the aorta, leading to slight overlaps and
mis-extractions. However, our quantitative analysis (cf. Table 2) shows that all
mis-extractions are minor and do not influence the performance of our branching
extraction significantly.

The mean distance between manually and automatically extracted branch-
ings was 2 millimeters. Only 3 out of 117 branchings could not be found by our
algorithm. Similar to aortic arch extraction, this usually happened when the left
common carotid artery was too close to one of the others and in the presence of
calcifications or imaging artifacts, so no distinct local likelihood maximum could
be found.

In 3 of our 40 cases, the common carotid artery was branching off the in-
nominate artery instead of the aortic arch. Our method handled all these cases
correctly by only assigning two branchings. In about 4.6% of a larger study [2],
four arteries branched off the aortic arch. As none of our 40 evaluation cases cov-
ered such a branching pattern, we need to further analyze the common location
of the fourth artery and integrate it into our method, e.g. by utilizing pattern
classification techniques.

5 Conclusion

We developed a new method for the automatic detection of the main arterial
branchings of the aortic arch, based on a robust technique for automatic aortic
arch extraction in chest CT that extends and improves the current state of
the art [7, 12, 13]. Our method works stable on both contrast enhanced and
non-contrast CT, making it applicable to a large number of data sets. It can
support the physician’s diagnosis and treatment planning and provides valuable
landmarks for further segmentation of the aortic branches, intra- and interpatient
registration of the mediastinum, or chest atlas generation.
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Abstract. Pulmonary alveolar proteinosis is a disorder of surfactant
deposition that leads to the accumulation of lipoproteinaceous mate-
rial in the alveoli. The mainstay of treatment is whole-lung lavage, by
which saline is used to wash the alveolar deposits from the lung. Pa-
tients are currently followed using sequential pre- and post-lavage CT to
subjectively assess treatment efficacy. We present an approach to quan-
tify global and regional changes in disease distribution before and after
lavage using automated and semiautomated segmentation methods. His-
togram analysis demonstrates a leftward shift in parenchymal intensities
after lavage, reflecting an increase in the degree of aerated lung after
removal of excess surfactant. This methodology can be applied to a vari-
ety of pulmonary pathologies that manifest as a combination of alveolar
and interstitial disease, to enable more quantitative assessment of disease
progression and treatment efficacy.

1 Introduction

Pulmonary alveolar proteinosis (PAP) is a rare but potentially devastating con-
dition in which lipoproteinaceous deposits accumulate in the alveoli as a result
of impaired surfactant clearance, [1]. Congenital, idiopathic and acquired forms
exist, and recent studies have linked PAP to a relative deficiency of granulocyte-
macrophage colony stimulating factor (GM-CSF), a substance thought to acti-
vate alveolar macrophages [2]. However, pharmacologic treatment for PAP re-
mains an active area of research. Currently, the mainstay of treatment is whole-
lung lavage (WLL), which is performed under general anesthesia and involves
sequentially washing out one lung with many liters of normal saline while ven-
tilating the other, [3]. Multiple treatments are often required over a patient’s
lifetime, as alveolar deposits build up between treatments, and pneumonia with
atypical organisms can cause death in these patients.

Computed tomography (CT) has been used to qualitatively assess the success
of WLL. PAP has traditionally been associated with the ”crazy paving” pattern
of thickened interlobular septa and ground glass opacification, [4], although find-
ings span the spectrum from alveolar predominance to interstitial fibrosis, [5].
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Evaluation of CT studies by radiologists typically involves visually estimating
a global increase or decrease in the volume of diseased lung. Reports of these
studies generally assess the extent of disease as “same”, “worse” or “better”.

We present an approach toward quantifying the effects of whole-lung lavage
in the treatment of pulmonary alveolar proteinosis. Using a combination of
automated and semiautomated segmentation, we estimate the volume of lung
parenchyma affected by disease and quantify both global and lobar effects of
lung lavage on five patients with PAP. Our approach is an initial step toward an
objective assessment of the efficacy of WLL—an improvement upon subjective
interpretations currently used in clinical practice by radiologists.

C D A

Fig. 1. Sagittal sections pre- (top) and post-lavage (bottom) show examples of lung
involvement in three individuals, patients A, C and D. In some patients (e.g., A and D),
lavage can be extremely effective, while in others (e.g., C) there is not much difference
between the pre- and post-treatment images.
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2 Materials and Methods

The complete analysis algorithm is illustrated in figure 2, using representative
coronal CT sections from patient A both before and after treatment with whole-
lung lavage. In the sections that follow, the terms “intensity” and “CT attenu-
ation” are used interchangeably.

2.1 Data

High-resolution CT (HRCT) scans from five patients (designated A–E) with
pulmonary alveolar proteinosis obtained immediately prior to and several months
after WLL were selected for analysis. The pre- to post-lavage imaging interval
ranged from 2 weeks to 12 months. The data were acquired with a matrix of 512×
512 and sub-millimeter slice thicknesses. To stay within the memory limitations
of our image registration algorithm (applied in the next section), images are
resampled to dimensions of 256 × 256 × N , where N is the number of slices
required to achieve isotropic voxels. Figure 1 shows sagittal sections pre- and
post-lavage in three patients used in this experiment.

2.2 Whole-Lung and Lobar Segmentation

The pre-lavage images are segmented using an automated segmentation pipeline,
implemented in the open-source Insight Toolkit, [6], that employs the method-
ology of Hu et al, [7]. First, an optimal threshold is calculated to separate the
airways and lungs from the rest of the body. Whereas in [7] an iterative ap-
proach is used, we achieve better results more quickly using Otsu thresholding.
Following the segmentation of the lungs and airways from the body, we isolate
the trachea from a proximal axial slice using a Hough transform of the region
of interest. We then iterate through subsequent slices to segment the remainder
of the trachea by propagating the solution at the previous slice to the current
slice. This iterative process stops once we have propagated the solution into both
the left and right lungs, yielding the segmentation of three anatomic regions of
interest (trachea, left lung, right lung). Finally, smoothing of the segmentation
is performed using a specific ordering of binary morphological operations as sug-
gested in [7].

Lobar segmentation follows in a semi-automated fashion using ITK-SNAP,[8].
The active contours are initialized using edge-based parameters rather than
intensity-based thresholds, and segmentation is advanced in a stepwise fash-
ion to generate a gross approximation of a particular lung lobe. Manual editing
using the knife and polygon tools is then used to complete the segmentation.

The post-lavage images are segmented by registration of the pre- and post-
lavage images and warping of the pre-lavage segmentation into the domain of
the post-lavage image. For registration, we use the open-source Advanced Nor-
malization Tools (ANTS), [9], which offer several similarity metrics and both
linear and non-linear transformation options for accurate modeling of biome-
chanical deformations. For the experiments discussed in this paper we use the
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Fig. 2. The complete analysis algorithm illustrated using representative coronal sec-
tions from a PAP patient, pre- (left) and post-lavage (right). Details of each step can
be found in section 2.
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cross correlation similarity metric and Gaussian-regularized symmetric normal-
ization (SyN) transformation model described in [10], which yields both the
forward and inverse deformation fields after affine initialization.

2.3 Disease Segmentation Using Severity-Based Thresholds

Segmentation of regions of diseased lung is performed by empirically choosing
thresholds based on the severity of the patient’s disease. Patients with less se-
vere or less concentrated PAP intrinsically ventilate a higher percentage of their
alveoli, and require thresholds closer to −1000 Hounsfield units (HU), the atten-
uation of air, to segment alveolar deposits. Conversely, patients with extensive
disease or very concentrated disease require thresholds closer to −100 HU, an
attenuation value between fat and water, since very little air mixes with the
surfactant accumulating in their alveoli. For each of the five patients, thresholds
were customized to the severity of their disease, as determined by visual inspec-
tion of the degree of alveolar infiltration. The same intensity thresholds were
used for both the pre- and post-lavage images.

2.4 Analysis

Whole-lung and lobar volumes were computed from each patient’s image seg-
mentations before and after WLL. Subsequently, the volume of disease in each
lung was computed after the disease-specific thresholds were applied. The vol-
umetric percentage of PAP in the lungs as a whole as well as in each lobe was
then calculated, and pre- and post-lavage percentages were compared. Histogram
analysis of the distribution of CT attenuation values in the lungs before and
after treatment–normalized to the instantaneous lung volume during breath-
holding–was also performed, with the expectation that after lavage, patients
would demonstrate improved lung aeration, or an increased number of voxels
closer to −1000 HU.

3 Results

Patients A and B were classified as having moderate disease, because their alveo-
lar deposits, though distributed throughout all lobes, were not extremely dense.
Intensities in [−750,−300] HU were used to segment disease in these two pa-
tients. Patient C was noted to have focal, dense surfactant accumulation which,
though it did not involve large portions of lung, was found to be extremely con-
centrated. Intensity thresholding in [−200, 0] HU was used for patient C, reflect-
ing the high concentration of lipid (normally around −120 HU). Patients D and
E were classified as having severe disease, because their alveolar deposits were
not only widespread in both lungs but also fairly dense. In these two patients,
intensities in [−600, 0] HU best captured regions of disease.

Results of the pre- and post-lavage analysis are summarized in table 1. For
each lobe of the lung and both lungs as a whole, we report the volume of disease

Second International Workshop on Pulmonary Image Analysis -65- 



Region Time A B C D E

LUL pre 0.31 0.63 0.10 0.16 0.49

post 0.18 0.39 0.11 0.09 0.31

LLL pre 0.47 0.39 0.09 0.24 0.64

post 0.14 0.23 0.08 0.14 0.39

RUL pre 0.23 0.41 0.13 0.15 0.18

post 0.22 0.37 0.13 0.08 0.17

RML pre 0.13 0.47 0.06 0.37 0.26

post 0.11 0.29 0.07 0.21 0.18

RLL pre 0.44 0.44 0.09 0.34 0.64

post 0.27 0.27 0.09 0.19 0.47

Whole pre 0.35 0.46 0.10 0.24 0.47

post 0.19 0.30 0.10 0.13 0.33

Table 1. Summary of the global and lobar disease percentages (volume of disease
in the region divided by total region volume) before and after WLL in patients A-E.
LUL=left upper lobe, LLL=left lower lobe, RUL=right upper lobe, RML=right middle
lobe, RLL=right lower lobe, Whole=both lungs.

in the region divided by the volume of the region itself before and after treatment.
With the exception of patient C, who demonstrated nearly identical volumes of
disease pre- and post-lavage, we quantify at least a 10% reduction in whole-lung
disease in each patient, with decreases of up to 70% noted within individual lobes.
As an example, 3-D renderings of disease distribution pre- and post-treatment
for patient D (severe disease), are shown in figure 3.

Histograms of the CT attenuation in the lungs normalized to lung volume
show that most patients who demonstrated a qualitative improvement in disease
extent on CT experienced a leftward shift in parenchymal intensity distribution
after lavage. This suggests a combination of factors: the expected improvement in
lung aeration after removal of alveolar deposits as well as the ability to maintain
a deeper inspiration post-treatment. Figures 4 and 5 demonstrate a marked left-
ward shift post-WLL in patient D, who had severe disease, both on a lobar level
and over both lungs as a whole. These findings can be visually correlated with
the 3-D renderings in figure 3. Comparatively, patient C, the patient with the
dense though sparsely distributed areas of disease, did not appreciably respond
to lavage, reflected both in the quantitative analysis (table 1) and in figure 6.

4 Discussion

The current clinical standard for assessment of disease in PAP is subjective
analysis of increased or decreased alveolar involvement using serial CT over a
patient’s lifetime. In this work, we explore a quantitative approach to objectively
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Fig. 3. 3-D volume renderings for patient D show the distribution of alveolar disease
pre- (left) and post-lavage (right). Note the regions of increased aeration, particularly
in the upper lobes, also reflected by the shift of parenchymal intensities towards −1000
HU, or better ventilated lung.

Fig. 4. Normalized histogram analysis of both lungs in patient D pre- and post-WLL
demonstrates a leftward shift of parenchymal intensities (toward -1000 HU, the atten-
uation of air) as alveolar deposits are removed from the lungs by lavage. In addition,
patients may be able to sustain deeper inspirations during their CT studies as a result
of treatment.
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Fig. 5. Normalized lobar histogram analysis in patient D pre- and post-WLL similarly
demonstrates a leftward shift of parenchymal intensities as alveolar deposits are washed
from the lungs by lavage. Lobar identifications are described in table 1.
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characterize the effects of WLL in five patients with PAP. We are able to region-
ally quantify the percentage of lung volume that is ”recovered”, i.e. depleted of
excess surfactant, after saline lavage. This method has great potential clinical
utility. It could assist pulmonologists in determining not only whether lavage has
been effective, but also in regionally quantifying disease improvement as well as
pinpointing areas of lung that are refractory to treatment and adjusting subse-
quent treatments accordingly. This methodology can further be applied in the
realm of drug therapy for PAP, in order to evaluate the efficacy of pharmacologic
agents under development and eventually to monitor patients’ progress during
treatment.

Fig. 6. Normalized histogram analysis of both lungs in patient C pre- and post-WLL
does not reveal much response to treatment as compared to patient D in figure 4.
Comparison of these normalized histograms can be used to assess treatment response
within and across individuals.

However, there are limitations of this work that need to be addressed before
this analysis can become an effective complement to patient care. In patients with
widespread disease that involved sub-pleural lung (e.g., patient D), the initial au-
tomated segmentation failed to detect lung in regions of disease adjacent to the
liver and chest wall. An improved initial segmentation that incorporates both
intensity- and edge-based criteria would probably improve this step. Further-
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more, automated lobar segmentation, instead of our semi-automated approach,
would make the analysis timeline more realistically applicable to the clinical set-
ting. However, the same challenge to the whole-lung segmentation also applies
to fissure detection, and more work needs to be done to develop methods that
can process this type of difficult data.

In preliminary experiments, we anticipated that a single range of intensities
could be used to segment diseased lung in all patients with PAP. However, given
the vast spectrum of disease and the combination of alveolar and interstitial
patterns of disease that can be seen on CT with PAP, it became clear that
thresholds needed to be customized to the individual patient. Future work will
involve histogram manipulation for disease detection, so that intensity thresholds
can be automatically extracted from the data to reflect the inherent severity of
disease in the patient. In addition, we intend to validate our disease segmentation
methodology using comparisons to manual segmentations of areas of disease
performed by expert radiologists.

Lung volumes in the pre- and post-lavage studies are inherently different
as patients are imaged at different times and may not breath-hold at the same
volumes. In future analyses, we plan to incorporate registration of pre- and post-
lavage datasets to eliminate this variable and generate a more accurate analysis
of treatment efficacy.

This methodology can be applied to assess disease progression and response
to treatment based on imaging findings in many pulmonary pathologies. These
techniques would be particularly useful for infiltrative diseases such as idiopathic
pulmonary fibrosis or a variety of chronic interstitial pneumonias that manifest
with both interstitial and alveolar components. Furthermore, this work is an
initial step towards enabling more quantitative reporting of clinical studies in
radiology.
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Abstract. Computational techniques for parenchymal characterization
using CT have demonstrated significant research potential [1, 2]. We
describe similar quantitative analysis of the lung using hyperpolarized
helium-3 MR ventilation image data. This study consisted of a total of 55
subjects (47 asthmatics and 8 non-asthmatics). Each subject was imaged
both before and after respiratory challenge. Additionally, each subject
underwent a complete pulmonary function exam. Following image acqui-
sition, approximately 1600 statistical features were calculated from the
segmented lungs (and sub-regions) in each image. Each of these features
were ranked along with the 27 pulmonary function test (PFT) values us-
ing a mutual information based feature subset selection algorithm. It is
shown that several image features perform much better in characterizing
clinical diagnosis compared with the current clinical gold-standard PFT
values.

1 Introduction

Recent developments in MRI research utilizing noble gases, such as helium-3
and xenon-129, have demonstrated the capability of visualizing alveolar and
bronchial air spaces [3]. Currently, hyperpolarized helium-3 MRI is a low-risk
investigatory technique which provides high spatial and temporal resolution im-
ages of the air spaces of the lungs.

Ventilation or spin density images are acquired by measuring the signal pro-
duced by the helium-3 atoms within each voxel. If the signal intensity in the MR
images were solely dependent upon the density of helium-3 atoms in each pixel,
these images would directly reflect regional ventilation. However, this is not the
case since the coil transmit and receive sensitivity, and the regional partial pres-
sure of oxygen within the lung contribute to the measured signal intensity. For
this reason, the helium-3 images provide information about the homogeneity of
ventilation within the lung but do not provide a quantitative measure of absolute
regional ventilation. When a subject inhales the helium-3 gas, areas of the lung
that are well ventilated receive a large volume of helium-3 gas which produces
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a strong MR signal causing these areas to appear bright on the resulting MR
images [3]. In contrast, regions that are poorly ventilated receive little helium-3
and thus produce a weak MR signal causing these regions to appear dark in the
resulting images (Fig. 1).

(a) (b)

Fig. 1. Axial hyperpolarized helium-3 MR ventilation images contrasting well-
ventilated lungs (left) with poorly ventilated lungs (right).

Previous methodologies for evaluation of helium-3 ventilation images have
been limited to radiological assessment of signal heterogeneity as well as various
forms of quantifying ventilation defects, i.e. regions of poor ventilation, whether
it be the number of such defects or the total volume of such defects. Using
hyperpolarized helium-3 MRI, it has been shown that asthmatics have an in-
creased volume of lung regions that are poorly ventilated (ventilation defects)
than age-matched normal subjects, and that these defects increase in number
with increasing asthma severity or with provocation such as exercise or metha-
choline [4]. Thus, the ventilation defects on hyperpolarized gas MRI appear to
be depicting the reversible airway obstruction that was known to occur in asth-
matics but was previously difficult to visualize [5].

In this paper, we describe an automated computational framework for gen-
erating and analyzing features from helium-3 ventilation images. Such features
attempt to characterize lung parenchyma in the varying stages of pathogene-
sis. Our computational approach permits the analysis of large studies due to
complete automation, is extendible to incorporating new features, and facili-
tates quick processing of data. Furthermore, we demonstrate that our analysis
compares favorably with the gold-standard of pulmonary function testing for
characterizing clinical diagnosis of asthmatics.

2 Method

Image processing for each helium-3 image volume requires the following steps:

1. bias field correction,
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2. segmentation of the lungs,
3. generation of regional masks,
4. generation of feature images,
5. calculation of the image features, and
6. ranking of the image features in conjunction with the PFT values.

Due to the large quantity of current image data used for the study in addition
to future stuides, a software pipeline was developed for automated analysis of
helium-3 lung MRI. This pipeline was implemented on a computing cluster that
allows for distributed parallel processing of the images. In addition, much of the
software development constituting our analysis pipeline has been made publicly
available through the Insight Toolkit (ITK) of the National Institutes of Health,
an open-source repository for popular image analysis algorithms [6].

2.1 Retrospective Bias Field Correction

Significant bias field effects can be seen in typical helium-3 images. This is man-
ifested as a low frequency intensity artifact across the image. The left column
of Figure 2 illustrates this bias field artifact in two subjects. Several algorithms
exist for correcting the nonparametric nonuniform intensity in magnetic res-
onance images caused by field inhomogeneities. One popular algorithm is the
non-uniform intensity normalization (N3) approach [7, 8]. A particularly advan-
tageous aspect of this algorithm is that it does not require a prior tissue model
for its application. This algorithm was used to estimate the bias field and correct
the images shown respectively in the middle and right columns of Figure 2.

Uncorrected 3HeMRI Calculated Bias Field Corrected 3HeMRI
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Fig. 2. Left column: Axial 3HeMRI from two subjects evidencing severe bias field
artifacts. Middle column: The calculated bias field. Right column: Corrected images.
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2.2 Lung Segmentation

An essential precursor to calculation of meaningful image measures is the seg-
mentation of whole lungs from the helium-3 images. Because the quantity of
data processed prohibits the use of routine manual segmentation or supervision-
intensive semi-automated segmentation methods, we developed an automated
segmentation routine specifically tailored for helium-3 lung images.

We first preprocess the images by applying an anisotropic diffusion operation
which smoothes both the background noise and the helium-3 signal internal to
the lungs while respecting the lung boundaries. Using the statistics surrounding
a seed point placed in the background of the image, we grow this region to the
rest of the connected background region while iteratively recalculating regional
statistics. This separates the whole lung from the background. A 3-D view of a
single segmentation is shown in Fig. 3(b).

(a) (b)

Fig. 3. Automatic labeling of left and right lungs. (a) Segmentation of the lungs from
the background is illustrated in red. For each axial slice, we generate a minimum-cost
path (the minimum path for each axial slice is rendered a different color). (b) Fitting
a B-spline surface to these minimum-cost paths labels the left (blue) and right (green)
lungs.

Due to the anatomical proximity of the anterior portions of the left and
right lungs as well as the presence of helium-3 in the trachea, the whole lung
segmentation might produce a single connected component segmented object. To
separate the left and right lungs, we iterate through each axial slice and find a
minimum path [9] which separates the image slice into left and right halves while
respecting the segmented object. A sample set of axial minimum paths is shown
in Fig. 3(a). We then fit a smooth surface [10] to the set of axial minimizing paths
which separates the whole lung segmented object into left and right components
(Fig. 3(b)).

-76- Second International Workshop on Pulmonary Image Analysis 



Note that the images acquired from asthmatics used in this study were di-
agnosed as mild to moderate. As such, the poorly ventilated regions were suf-
ficiently minimal to allow for the described segmentation approach to work for
all images in the study. We are currently pursuing a combined template strategy
for more severe cases encountered in future studies.

2.3 Generation of Regional Masks

Not only is the calculation of image features over the whole lung essential for
adequate lung characterization but feature generation over anatomically-based
regional masks also provides important regional information unavailable to pul-
monary function testing. Investigation into the distribution of airway disease
in CT, such as emphysema, from the inner parenchymal core to the rind has
demonstrated that the distribution of disease is generally more extensive in the
core than in the rind region of the lung. Thus, corresponding inner core/outer
rind regional masks are generated using binary morphological operations. We
also further subdivide the left/right lungs into lower and upper portions for ad-
ditional regional measurements. A total of 13 regional masks were created from
the whole lung segmentations described in the previous section. The axial and
coronal views of these regional masks are shown in Fig. 4.

Fig. 4. Flowchart illustrating the generation of both feature images (e.g. stochastic
fractal dimension image) and regional masks for localized analysis.
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2.4 Image Features

For each of the 13 regional masks, three categories of features were calculated.
These feature categories are:

– first order statistics derived from the intensity histogram of the original
helium-3 image,

– first order statistics derived from the stochastic fractal dimension image [11],
and

– second order statistics, or texture-based measurements, using the cooccur-
rence [12] and run-length [13] matrices of the original helium-3 image.

Helium-3 Intensity Histogram First Order Statistical Features. Within
each of the regional masks, the grey-level intensity histogram is generated. This
permits the calculation of the standard first order statistics, i.e. mean, variance,
skewness, kurtosis, entropy, 5th% intensity value, mean of 5th%, and 95th% in-
tensity value, mean of 95th%. From the histogram and image spacing we also
calculate the volume of each lung.

Stochastic Fractal Dimension Image Features. Viewed as an intensity sur-
face, Mandelbrot’s fractal theory provides an informative framework for char-
acterizing images [11, 14]. It has been shown that first order statistics derived
from the stochastic fractal dimension (SFD) image facilitate discriminative fea-
ture analysis in CT images [1]. A SFD image is produced by iterating through
the original image where, at each voxel, the corresponding fractal value requires
inspection of each pair of voxels in the surrounding neighborhood. The average
absolute intensity value difference is plotted against the voxel pair wise distances
on a log-log scale. The voxel value is equal to 3 minus the slope of the line cal-
culated using linear regression. First-order statistics from the SFD image in the
various regions are calculated and used as image features.

Cooccurrence and Run-Length Matrix Features. Second order statistics
have demonstrated utility in image texture classification. These include mea-
surements derived from the grey-level cooccurrence matrix (CM) [12] and mea-
surements derived from the run length matrix (RLM) [13]. As mentioned in
the introduction, previous methodologies for evaluation of helium-3 MR images
have included radiological assessment of “heterogeneity” for which these texture
features are a surrogate. The specific set of CM features are energy, entropy, cor-
relation, inverse difference moment, inertia, cluster shade, cluster prominence,
and Haralick’s correlation. The specific set of RLM features are short run em-
phasis, long run emphasis, grey level non-uniformity, run-length non-uniformity,
run percentage, low grey level run emphasis, high grey level run emphasis, short
run low grey level emphasis, short run high grey level emphasis, long run low
grey level run emphasis, and long run high grey level run emphasis. This ordering
of the CM and RLM features are used as subscripts in subsequent sections.
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Otsu Thresholding of Parenchyma. Also utilized in previous research of
hyperpolarized helium-3 MRI was radiological assessment of poor ventilation re-
gional quantitation. Since the ventilation images do not reflect absolute regional
ventilation we attempted to mimic this measurement in a simple fashion by ap-
plying an optimal thresholding to the grey-level histogram of the original image
[15] to quantify regions of poor ventilation. We then divide the total volume of
the ventilation defect regions by the total volume of the lungs to calculate a
ventilation ratio.

2.5 Feature Characterization using Mutual Information

A straightforward approach to finding a subset of features most characterizing of
the observed data is finding those features which correlate strongest with the tar-
get classification, i.e. the goal of “maximal relevance.” The mutual information
between two random variables x and y, defined as

I(x; y) =
∫ ∫

p(x, y) log
p(x, y)
p(x)p(y)

dxdy, (1)

is also used to define the dependency of variables. Given a set of N samples
each characterized by M features X = {xi, i = 1, . . . ,M} where each sample
is assumed to correspond to one of a finite number of classes described by the
classification vector c, the maximally relevant feature, xi ∈ S ⊂ X, maximizes
the quantity D = 1

|S|
∑

xi∈S I(xi; c). In considering multiple features, it is de-
sirable that the selected features be minimally redundant where redundancy
is defined as R = 1

|S|2
∑

xi,xj∈S I(xi;xj). The minimal-redundancy-maximal-
relevance (mRMR) framework combines these two desiderata for feature subset
selection by incrementally maximizing Φ = D −R [16].

3 Results

Hyperpolarized helium-3 images were acquired from 55 subjects (47 asthmatic
and 8 healthy) before and after respiratory provocation (exercise or methacholine-
induced). For each of the 110 images, a total of 533 features were calculated over
all the anatomic regions. Each subject also underwent pulmonary function test-
ing which generated an additional 27 clinical features, e.g. forced vital capacity
(FVC), forced expiratory volume in 1 second (FEV1), and peak expiratory flow
(PEF). For each subject we combined the pre and post respiratory challenge
images in addition to their difference values for a total of 1599 features. This
was combined with the 27 PFT values for a total of 1626 features per subject.

Two rankings were generated from the mRMR algorithm using mutual in-
formation difference. For each entry, we show the rank, the calculated feature,
whether the acquisition was pre or post respiratory provocation (or the difference
of the two), the region, and the score. Table 1 ranks the relevancy of each fea-
ture considered individually whereas the ranking in Table 2 accounts for mutual
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redundancy between features. The top 10 individually considered features are
given in Table 1. Since these features are strictly image-based, we also situate
the top 3 PFT values within the rankings. We do a similar placement for Table
2.

Rank Feature Pre/Post/Diff Region Score

1 ventilation ratio pre respiratory challenge left lung 0.357
2 ventilation ratio post respiratory challenge left lung 0.329
3 RLM5 post respiratory challenge lower left lung 0.329
4 RLM10 difference whole lung 0.267
5 RLM10 difference outer rind, right lung 0.259
6 CM2 post respiratory challenge outer rind, left lung 0.198
7 CM2 post respiratory challenge lower left lung 0.193
8 RLM5 post respiratory challenge left lung 0.182
9 CM6 post respiratory challenge left lung 0.180
10 CM4 post respiratory challenge left lung 0.169
...

...
...

...
...

169† % Predicted FEV1 — — 0.082

170† FEV3 Final — — 0.082
...

...
...

...
...

182† % FEV1 — — 0.080

Table 1. Maximal relevance ranking (each feature is considered individually) of PFT
and imaging features using the mRMR feature classification algorithm. Those rankings
marked by a ‘†’ denote a PFT value. The CM and RLM subscripts refer to the respective
ordered measurement given in the text. Note the relative performance of the top image-
based features compared with the top 3 PFT performers (rank 169, 170, and 182).

4 Discussion

There are several interesting observations to be made from the results. The first
is rather obvious in that, considered as a global assessment, individual image
features perform much better in characterizing clinical diagnosis compared with
the PFT values. Another interesting observation is that despite the relatively
poor individual classification performance of the PFT values, the better per-
formers of this group have a minimal redundancy with respect to the image
features. This is supported by the correlation values between the PFT results
and each of the 1599 image features. For example the measurement % Predicted
FEV1 (rank 7 in Table 2) has correlation values with the image features in the
range [−0.4012, 0.4328] demonstrating practically no correlation with any of the
image features. This demonstrates the orthogonal nature of the image-based
information relative to the information provided by the PFT values.
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Rank Feature Pre/Post/Diff Region

1 ventilation ratio pre respiratory challenge left lung
2 RLM5 post respiratory challenge outer rind, left lung
3 ventilation ratio post respiratory challenge left lung
4 RLM10 difference right lung
5 CM2 post respiratory challenge lower left lung
6 RLM8 post respiratory challenge lower left lung

7† % Predicted FEV1 — —
8 RLM5 post respiratory challenge lower left lung
9 CM6 post respiratory challenge outer rind, left lung
10 CM2 post respiratory challenge outer rind, whole lung
...

...
...

...

34† FEV1 — —

Table 2. Maximal relevance, minimal redundancy ranking of PFT and imaging features
using the mRMR feature classification algorithm. Those rankings marked by a ‘†’
denote a PFT value. The CM and RLM subscripts refer to the respective ordered
measurement given in the text.

It is also demonstrated that the ventilation ratio was the top classification fea-
ture, boding well for previous radiological assessments which attempted a similar
calculation in quantifying regions of ventilation defects [4]. Also consistent with
clinical understanding is the prominence of “post respiratory challenge” features
amongst the top of the rankings since such provocation tends to exacerbate the
asthmatic condition which is presumably reflected in the post images.
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Abstract. A novel active shape model (ASM) segmentation scheme is pro-
posed, for the detection of the lung field boundaries in chest radiographs. The 
proposed scheme is robust in the presence of weak lung field boundaries, which 
are recognized as a common cause of missegmentation. This situation is preva-
lent in chest radiographs obtained from patients with abnormalities, such as 
lung consolidations, or even in normal chest radiographs of low quality. In or-
der to shield the ASM against the presence of weak boundaries, the distance 
used in searching for the optimal displacements of the ASM landmarks is modi-
fied so that it incorporates both shape prior and patient-specific anatomical in-
formation. The segmentation performance of the proposed scheme is experi-
mentally validated on a challenging set of chest radiographs obtained from pa-
tients with bacterial pulmonary infections. The results obtained indicate its ad-
vantage over the original ASM. 

1   Introduction 

A significant research effort has been invested in the segmentation of chest 
radiographs [1], including rule-based methodologies [2], neural network, Markov 
random fields [3] and other pattern classification approaches [4], active contour 
models [5], active shape models [6],[7] and graph cuts [8]. However, accurate 
segmentation of lung field boundaries defined by weak edges remains an open issue. 
Such weak edges are associated with the presence of abnormalities or with poor 
imaging quality and can be hardly distinguished even by experienced physicians [9]. 

Recently, a rule-based selective thresholding approach coping with the issue of 
weak edges has been proposed in [10]. This approach is unsupervised and defines a 
set of salient control points around the lung fields. The salient point detection process 
is supported by a selective thresholding algorithm that cuts off image intensities based 
on local intensity histograms sampled from the spinal cord. The detected points are 
then intuitively interpolated by Bézier curves [11]. The preliminary results presented 
indicate its robustness against the presence of weak edges, as well as its advantage 
against the graph cuts approach [8]. A drawback of this methodology is that it may 
produce implausible shapes, as a result of the shape variability characterizing lung 
field boundaries in chest radiographs.   

Among the various lung field segmentation methodologies, the shape-constrained 
deformability of ASMs makes them a competent candidate for coping with the shape 
variability of the lung fields. According to the original ASM approach [12] the shape 
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of an image region is represented by the principal components of landmark point 
vectors, whereas the grey-level appearance of that region is limited to its border. The 
latter consists of the normalized first derivative of the grey-level intensity profiles 
centered at each landmark that run perpendicular to the region’s contour. This formu-
lation makes it evident that ASMs are quite sensitive to weak lung field boundaries, 
which affect the derivatives of the intensity profiles.     

In this paper, a novel ASM-based segmentation scheme is proposed for the detec-
tion of lung field boundaries in chest radiographs, which copes with the presence of 
weak edges. The proposed scheme introduces a modified distance measure guiding 
the evolution of the ASM, which utilizes patient-specific anatomical information 
derived from the rule-based selective thresholding approach [10], so as to provide 
robustness against the presence of weak lung field boundaries. The ASM formulation 
of the proposed scheme accounts for the shape variability of the lung fields. The 
segmentation performance of the proposed scheme is experimentally validated on a 
challenging set of chest radiographs obtained from patients with bacterial pulmonary 
infections.  

The rest of this paper consists of four sections. In section 2 a brief description of 
the utilized rule-based selective thresholding approach is provided. The modified 
ASM approach is presented in Section 3. In Section 4 the results of its experimental 
evaluation are presented, whereas in the last section the conclusions of this study are 
summarized. 

2   Rule-Based Selective Thresholding 

Let I be a new chest radiograph of size N�M pixels, which is uniformly sampled from 
top to bottom with sh non-overlapping rectangular windows of h�M, pixels, where 
h<N. For each sample an average horizontal profile of grey-level intensities is esti-
mated. For each profile a local maximum is selected as a spinal cord point according 
to  [10]. The selective thresholding algorithm proceeds as follows: 

Step 1. Sample the radiograph across spinal cord: 
� For each of the sh points detected on the spinal cord:
o Acquire a square sample of x2 pixels.  
o For each sample i=1,…, sh:

� Calculate its intensity histogram hi,
� Select a set of histogram components phi centered at its highest peak. 

Step 2.   Accumulate the values phi from all samples into a single histogram H.
Step 3. Find the last non-zero component m of H.
Step 4. Generate an output image T(I) from I as follows: 
� Set the intensities of I that correspond to the non-zero components of H, to zero.
� Set the intensities of I that are larger than m, to zero. 
� Set all non-zero intensities to one to obtain a binary image. 

The intensities that are larger than m are subtracted from I because they are unlikely 
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to belong to the lung fields since the spinal cord is generally brighter than both nor-
mal lung parenchyma and consolidations [13]. Such regions may include dense ob-
jects used for patient’s monitoring or support. Figure 1 illustrates an example of a 
chest radiograph as well as the resulting thresholded image. 

(a) (b)

Fig. 1. Example image. (a) Radiograph I, (b) Thresholded image T(I).

3   ASM Evolution guided by a Modified Distance Measure 

The ASM approach [12] captures shape variability of the lung fields by applying 
principal component analysis (PCA) to build a shape model from a set of training 
shape vectors, which encode ground truth lung field boundaries. Shape vectors are 
defined as x=(x1,y1,…,xn,yn)T, where (x1,y1),…,(xn,yn) are n landmark points. The 
shape model is represented by the covariance matrix of the shape vectors xC  from 
which t eigenvectors i� , i=1,…,t corresponding to the largest eigenvalues i� , are 
estimated. 

 The value of t is determined as the smallest t for which the following inequality 
holds [14]: 

� �
� �

�
t

i

n

i
ivi f

1

2

1
��

(1)

where vf  is the desired percentage of shape variation to be represented by the t prin-
cipal eigenvectors. The eigenvectors form the matrix )...( 21 t����	  which is used 
for the approximation of a shape x  in  

xbxx 
	�� (2)

where x  denotes the mean of N training shape vectors, and xb  holds the shape 
parameters, estimated by  )(T xxbx �	� .

In addition to the shape, the ASM models the local appearance of the image region 
around each landmark. The local appearance model is represented by the mean id
and the covariance matrix idC  of the normalized first derivatives 

T
221 ),...,,( kiiii ddd�d , k>0, of image intensity profiles T

1221 ),...,,( �� kiiii gggg . The

Second International Workshop on Pulmonary Image Analysis -85- 



latter are sampled around each landmark i=1,…,n over the N training shapes. The 
trained ASM is then applied on a new chest radiograph and evolves to detect the lung 
field boundaries. 

The ASM evolves according to a simple iterative scheme [11]. Each landmark can 
move along a direction perpendicular to the contour by s positions on either side of 
the contour, evaluating 2s+1 positions, in total. In the original ASM formulation, the 
new position )( , ii yx 

  of each landmark i=1,…,n, on the search direction, is determined 
as the one minimizing the Mahalanobis distance )( ijd
�  between the vector of the 
normalized first derivatives estimated from the 2s+1 pixel intensity profile centered at 
each of the possible new landmark positions )( , ijij yx 

 , i=1,…,n, j=1,…,2s+1, and id :

)()()( 1T
iijiiijij ddCddd d �
�
�
 �� (3)

After all the landmarks are updated, the shape model is fitted to the new landmarks. It 
is evident that the Mahalanobis distance is sensitive to weak lung field boundaries, 
since the derivatives of the intensity profiles are affected. 

The proposed ASM scheme utilizes a modified distance measure �a, which incor-
porates intensity gradient prior information quantified by Mahalanobis distance �, as 
well as patient-specific anatomical information derived from the thresholded image 
T(I) generated by the rule-based selective thresholding approach described in Section 
2. The modified distance �a is defined as follows:  

d���a �� (4)

where � is a weight parameter and d is the Euclidean distance between each of the 
possible new landmark positions )( , ijij yx 

  and the transition point ),( tr

i
tr
i yx , i=1,…,n,

j=1,…,2s+1. The latter is defined for each landmark i, as the closest point to i along 
the direction perpendicular to the contour, which is associated with an intensity tran-
sition on the thresholded image T(I).

Intuitively, Eq. (4) is based on the consideration that in cases of weak lung field 
boundaries � is expected to be less discriminative due to its dependence on the nor-
malized first derivatives. However, among the new candidate landmark positions, the 
one associated with the smaller Euclidean distance d, is more likely to correspond to 
the actual lung field boundaries. Thus, the patient-specific anatomical information 
provided by T(I), complements the intensity gradient prior information quantified by 
� and allows �a to provide a more complete measure of the likelihood of a candidate 
landmark position to correspond to the actual lung field boundaries. 

The incorporation of a multiresolution local appearance model helps the algorithm 
to avoid trapping into irrelevant regions, whereas the intensity gradient prior informa-
tion included in the ASM contributes to the plausibility of the output lung field 
shapes.

The algorithm of the proposed ASM scheme proceeds as follows:   
 
Step 1. Update landmark positions: 
� For each possible new landmark position )( , ijij yx 

 , i=1,…,n, j=1,…,2s+1:

o Calculate a profile of normalized first derivatives 
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T
221 ),...,,( kijijijij ddd�
d on I, centered at this landmark position perpen-

dicular to the contour. 
o Calculate the modified distance )( ija� d
 .
o Find � �)()( ija

sj
i �� dmind

,...,
min 
�


�� 121
.

o Set )()( ,, ijijii yxyx 

�

  as the new position of landmark i.
Step 2. Fit the current shape model to the updated landmarks: 
� Set T

11 ),,...,,( nn yxyx 



�
x .
� Calculate the new model parameters for x
  by solving Eq. (2) for xb 
 .
� Constrain each component ll cb ��  of xb 
 , c>0, l=1,…t, to ensure plausible 

shapes.
Step 3. Repeat steps 1 to 3 until a proportion pclose of points ends up within s/2 of 
its previous position, or Mmax iterations are reached. 
Step 4. Move to the next resolution level.
Step 5. Repeat steps 1 to 4 until the finest resolution level Rmax is reached. 

4   Results 

The experimental evaluation of the proposed approach was performed on a set of 96 
anonymous chest radiographs obtained with a portable x-ray device from 24 critically 
ill patients with pulmonary bacterial infections manifested as consolidations. For each 
patient, a sequence of four chest radiographs was obtained, depicting the progress of 
the infection at different stages. 

Each sequence used in the experiments was obtained after the results of microbi-
ological culture had been issued and the appropriate treatment had been prescribed. 
As a result of the treatment, in all 24 used sequences the infection diminished with 
time, the consolidations gradually disappeared and the edge strength associated with 
lung field boundaries increased. Figure 2 illustrates an example of such a sequence. 

All radiographs used in the experiments where digitized at 8 bits and have been 
downscaled to fit a 256×256-pixel bounding box. Initial pilot experiments which 
were performed on the complete dataset of 96 images revealed that the image down-
sampling does not significantly affect the obtained segmentation performance, 
whereas it reduces the execution time of the algorithm.  In addition, these pilot ex-
periments allowed the selection of a fixed shape model parameter setting that yielded 
good performance. A shape model explaining 98% of the variance (fv=0.98) was 
constructed based on the application of PCA on the set of 96 training shape vectors 
associated with ground truth lung field boundaries, as described in Section 3.  

Other settings include three levels of resolution (Rmax=3), thirty iterations per reso-
lution level (Mmax=30) and search regions associated with profiles of length five 
(s=2). When fitting the shape model to the displaced landmarks, each mode was con-
strained within two times (c=2) the standard deviation. The weight parameter was set 
equal to one (�=1), considering the results derived for �=0.5, 1, 1.5, which indicate 
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that the influence of the two terms in (4) is approximately equal. Additional values of 
parameters associated with the sizes used for the salient point detection and selective 
thresholding include h=9 and x=32.

(a) (b)

(c) (d)

Fig. 2. Example sequence of 4 chest radiographs of the same patient, as the infection of the left 
lung is diminishing with time. 

The performance of the proposed methodology was assessed in terms of � , a 
widely accepted measure of accuracy for binary segmentation tasks:  

FNFPTP
TP

��
�� (5)

where TP stands for true positive (the area classified as lung by both the proposed 
methodology and the expert), FP for false positive (area classified as background by 
the expert and as lung by the proposed methodology) and FN for false negative (area 
classified as lung by the expert and as background by the proposed methodology). 
This measure is a more suitable measure of segmentation performance than the accu-
racy used in [10], since the latter counts TN pixels as correctly detected, providing 
deceptively high results in cases of relatively small target objects. 

A cross-validation scheme involving a total of 24 experiments was employed for 
the evaluation of the proposed scheme and the original ASM. In each experiment, 92 
images comprising of 23 sequences of 4 images each, were used for training, whereas 
the remaining 4 images of the dataset, which did not belong to the training set and 
were associated with the same sequence, were used for testing.  

Figure 3 presents the progress in time of the mean � , obtained as the infection was 
diminishing, by using the proposed scheme and the original ASM. The value i of the 
horizontal axis corresponds to the i-th images of all 24 time-sorted sequences, 
i=1,…,4. Considering that the infections were diminishing with time for all sequences 
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used, as i increases the mean � is calculated over images of increasing density of 
consolidations. The results indicate that: a) the proposed scheme achieves higher �
than the original ASM, b) mean � obtained by the proposed scheme exceeds 0.85 for 
all levels of consolidation densities, c) the difference of mean � obtained by the 
proposed scheme and the original ASM is higher in the first images of the sequences, 
were the density of consolidations is higher.

Figure 4 illustrates the segmentation results obtained by the application of the pro-
posed scheme and the original ASM on the sequence of Fig. 2. It can be observed that 
unlike the original ASM, the proposed segmentation scheme avoids contour leaking, 
even in cases of lung field boundaries characterized by weak edges (Fig, 4a1). 
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Fig. 3. Progress in time of the mean � , obtained as the infection was diminishing. 

5   Conclusion 

We presented a novel ASM-based segmentation scheme for robust detection of the 
lung field boundaries in chest radiographs. The proposed scheme utilizes a modified 
distance measure that incorporates both intensity gradient prior and patient-specific 
anatomical information to obtain insensitivity to the presence of weak boundaries. 
The results of its experimental evaluation lead to the following conclusions:  

• It achieves more accurate detection of the lung field boundaries than the original 
ASM. 
• It provides robust segmentation of the lung fields in the presence of weak 
boundaries. 
• Its advantageous segmentation performance becomes more evident as the lung 
field boundaries become weaker. 
The proposed scheme introduces a framework, which could potentially embed al-

ternative feature vectors, such as the feature vector calculated by the application of 
the modified scale invariant feature transform (SIFT). SIFT is supported by recent 
studies [15] as more distinctive than the general intensity and gradient features. Fu-
ture work also includes a thorough investigation of the impact of various parameter 
values on the results and the integration of the proposed lung field detection scheme 
into a multimodal data mining system for adverse events detection, which will be 
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capable of co-evaluating radiographic findings of patients with bacterial infections 
[16]. 

(a1) (b1)

(a2) (b2)

(a3) (b3)

(a4) (b4)

Fig. 4. Segmentation results obtained by the application of the proposed scheme (a1-a4) and the 
original ASM (b1-b4) on the sequence of Fig. 2. 
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Abstract. Several image metrics have been proposed for pulmonary
assessment via thoracic high-resolution computed tomography (HRCT)
for various pathologies. This paper describes a systematic analysis of the
utility of such metrics for characterizing interstitial lung disease (ILD)
and chronic obstructive pulmonary disease (COPD), in comparison to
data from pulmonary function testing (PFT). HRCT inspiratory and
expiratory images for 14 patients with ILD and 11 patients with COPD
were acquired retrospectively. PFT values were also acquired retrospec-
tively for each patient. Using a statistical feature selection scheme, our
study demonstrates that the quantitative image features perform quite
well in comparison with the clinically-used PFT values. In the first 25 se-
lected features out of the total 114 mixed image metrics and PFT values,
21 are from the image metrics. The classification using mixed selected
image features and PFT values outperforms using PFT values alone.
Our study also shows that these image metrics are not redundant with
respect to the PFT values for characterization of ILD and COPD.

1 Introduction

Chronic lung disease constitutes a major worldwide public health care problem
and is the fourth leading cause of morbidity and mortality in the United States.
Based on clinical, imaging and pathological characteristics, most can be grouped
within two basic categories: interstitial lung disease (ILD) and chronic obstruc-
tive pulmonary disease (COPD). ILD is a heterogeneous group of diseases in
which the hallmark is chronic, progressive, predominantly interstitial inflamma-
tion with varying degrees of fibrosis of the lung parenchyma, eventually leading
to reduced lung volume, decreased lung compliance and restrictive physiology.
COPD is characterized by chronic airflow limitation due to small airway dis-
ease and parenchymal destruction which is not fully reversible and is usually
progressive.

The diagnosis, differentiation, and classification of the severity of ILD and
COPD rely on clinical assessment, thoracic imaging (using CT and chest radiog-
raphy), and pulmonary function testing (PFT). PFT is a noninvasive method of
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assessing the integrated mechanical function of the lung, chest wall and respira-
tory muscles. It currently comprises the gold standard for pulmonary assessment.
Using PFT, the heterogeneous group of ILD typically exhibits a restrictive phys-
iology pattern whereas COPD manifests as an obstructive physiology pattern.

PFT strictly permits a global assessment of lung functionality. In contrast,
HRCT image analysis is a powerful tool with the potential for regional as well as
global quantitation of pulmonary diseases. Although generally effective, radio-
logic interpretation of HRCT is time-consuming, largely qualitative, and prone to
diagnostic variability. As a result, various CT image metrics have been proposed
towards a more consistent and facilitated assessment. Early investigations into
CT lung analysis employed relatively simple metrics, such as the mean attenu-
ation value and other such first-order statistical measurements obtainable from
the attenuation histogram [1–3]. More sophisticated metrics relying on texture
descriptions of the parenchyma have shown promise in recent studies [4].

PFT values are used clinically to diagnose ILD and COPD. With the increas-
ing amount of proposed image metrics, research inquiry concerns the effectiveness
of these metrics compared with the gold standard PFT values. Previous research
([5–9]) investigated the correlation between various quantitative image metrics
with different PFT values.

Instead of a correlation study, this paper addresses the question more from
the view of feature selection. We put more emphasis on what image metrics and
what PFT values can characterize ILD and COPD in a quantitative framework.
Image metrics and PFT values are viewed as candidates for selecting which best
characterize the corresponding diagnosis (i.e. ILD or COPD in this paper). We
are interested in whether and what features from image metrics have additional
information for diagnosis when PFT values are provided. This also differs from
the classification work of [4] that we do not tend to train any classifiers directly.
The selected features can be used as inputs for any available classifier. We use
Support Vector Machine (SVM, [10]) as an example to test the efficiency of the
feature selection results.

A minimal-redundancy-maximal-relevance (mRMR) information framework
was introduced in [11] for such a feature selection task. The ideal selected fea-
tures satisfy two constraints: maximal relevance and minimal redundancy. The
relevance of both image and PFT features concerns the ability of such features
in matching an existing classification (in our case, from clinical diagnosis). It is
usually computed in terms of mutual information, correlation, or statistical tests.
However, in order to get a compact subset of features to classify different types
of disease, it is not enough to consider only the features with highest relevance.
The selected features need to be as independent to each other as possible. This
is known as the criterion of minimal redundancy.

In this manuscript, we provide a systematic relevancy/redundancy analysis
comparing 31 various statistical image metrics and 21 PFT values obtained in
patients with diagnosed ILD and COPD. The analysis framework is described in
Section 2. In Section 3, we provide the results of our analysis in comparing the
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characterization performance of both image and PFT features. This is followed
by discussion of the results.

2 Materials and Methods

14 patients with ILD and 11 patients with COPD were retrospectively identified.
Every patient underwent both thoracic HRCT image acquisition and PFT within
3 days of each other. HRCT was performed for both inspiration and expiration
on a 64 multidetector row CT scanner (Siemens Medical Solutions) with recon-
struction of contiguous 1 mm axial images with a B41f kernel. Inspiratory and
expiratory image datasets were then analyzed through a computational software
developed in our laboratory which is capable of generating several hundred dis-
tinct metrics encompassing various aspects of lung physiology (e.g. pulmonary
volumetric and gross tissue indices, attenuation histogram statistics, deforma-
tion indices, co-occurrence [12] and run-length [13] matrix texture indices, and
attenuation mask indices), gleaned from the relevant literature. For this study,
we only focused on a portion of these metrics .

Our whole pipeline (Fig. 1) is fully automatic. First, a segmentation algo-
rithm [14] is applied to extract lung regions and segment the trachea from CT
images. Next. we compute 31 different types of image metrics (Table.2, gleaned
from the relevant literature) on the expiratory and inspiratory image datasets
separately. We also subtract expiratory metrics from their inspiratory counter-
parts to obtain additional 31 metrics. This translates into a total of 93 image
metrics for each patient. We then compute the relevance of each PFT value and
each image metric to the corresponding disease type. The criteria of mRMR [11]
is applied to select a mixed subset of PFT values and image metrics to show the
degree of redundancy between them. Finally, we train SVM classifiers using the
selected feature set to test the accuracy of ILD/COPD classification.

2.1 PFT Parameters and Image Metrics

Table 1 lists all the 21 PFT values used in the study. These parameters were
either directly obtained or calculated for each patient, using standard protocols
following guidelines of the American Thoracic Society. As mentioned previously,
93 image metrics (shown in Table 2) were generated for each patient. We use

Fig. 1. Pipeline of the proposed feature selection analysis.
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PFT FVC FEV1 FEV1
/FVC

FEF
max

FEF 25-
75%

FEF50 FIF50 MVV SVC IC ERV

Rel 0.088 0.026 0.47 0.357 0.218 0.307 0.021 0.251 0.197 0.083 0.146

PFT TGV RV
(Pleth)

TLC
(Pleth)

RV
/TLC

DLCO
unc

DLCO
cor

DL/VA VA Raw sGaw

Rel 0.268 0.268 0.35 0.218 0.041 0.15 0.066 0.269 0.101 0.074

Table 1. All 21 PFT values (1st and 3rd rows) and corresponding relevance values
(2nd and 4th rows) to the disease types.

G1 to denote the 31 features from each of the expiratory image, G2 for the
inspiratory images and G3 for the difference of the expiratory/inspiratory metric
pairs. This subset of image metrics includes those first-order statistical measures
generated from the attenuation histogram. It also includes more sophisticated
second-order statistical quantities related to the texture of lung parenchyma, i.e.
the co-occurrence [12] and run-length [13] matrix texture indices.

2.2 Feature Selection

The primary motivation for this study is to determine how image metrics perform
relative to PFT values in matching clinical diagnosis of ILD and COPD. We
also select an optimal subset of mixed image metrics and PFT values under the
principle of minimal redundancy and maximal relevance.

In accordance with the specifications of the algorithm in [11], each of the
N = 25 patients is given a label c based on the clinical diagnosis, either ILD
or COPD. Such a disease type c is a random variable. Also each patient has a
set of J = 93 computed image metrics X = {x1, . . . , xJ} and a set of K = 21
measured PFT values Y = {y1, . . . , yK}. Let the mixed feature set Z = X ∪ Y .
Each element zi ∈ Z is also viewed as a random variable. [11] proposed to
use mutual information to measure the relevance between zi and c: I(zi, c) =∫∫

p(zi, c) log
p(zi, c)

p(zi)p(c)
dzidc. The mRMR framework in [11] selects a subset of

S from Z such that:

S = arg max
S⊆Z

∑
zi∈S

I(zi, c) −
1

‖S‖
∑

zi,zj∈S

I(zi, zj)

 (1)

The first term in Equ. 1 maximizes the total relevance of the selected fea-
tures with the corresponding disease types; the second term minimizes the total
redundancy of all pairs of the selected features. The framework in [11] gives a
heuristic way to optimize Equ.1. We use the online toolbox [18] to compute the
relevance weights and select features.

Given the diagnosis c, we analyze the relevance of each feature, which indi-
cates its individual characterization power. Then we use mRMR to select the
subset of the first 25 features. If the subset includes only PFT values, this in-
dicates that image metrics are redundant for differentiating ILD and COPD;
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No. Metrics Type G1 G2 G3

A
tt

en
u
a
ti

o
n

H
is

to
g
ra

m
In

d
ic

es 1 lung region volume [15][5] 0.325 0.276 0.073
2 relative volume<−910 [5] 0.439 0.454 0.071
3 attenuation mean [2, 3] 0.416 0.407 0.181
4 attenuation variance [16] 0.171 0.197 0.181
5 sum [2] 0.295 0.353 0.005
6 attenuation skewness [4] 0.276 0.159 0.026
7 attenuation kurtosis [4] 0.392 0.201 0.079
8 attenuation grey level entropy [4] 0.021 0.121 0.005
9 5% attenuation value [1] 0.47 0.527 0.353
10 95% attenuation value [1] 0.463 0.22 0.006
11 5% attenuation mean [1] 0.488 0.416 0.036
12 95% attenuation mean [1] 0.055 0.065 0.071

C
o
-o

cc
u
rr

en
ce

M
a
tr

ix
In

d
ic

es

13 energy [4, 12] 0.019 0.05 0.05
14 entropy [4, 12] 0.159 0.215 0.159
15 correlation [4, 12] 0.003 0.001 0.002
16 inverse difference moment [4, 12] 0.021 0.121 0.025
17 inertia [12] 0.003 0.022 0.005
18 cluster shade [12] 0.083 0.021 0.074
19 cluster prominence [12] 0.113 0.074 0.104
20 Haralick’s correlation [12] 0.034 0.034 0.001

R
u
n
-l
en

g
th

M
a
tr

ix
In

d
ic

es

21 short run emphasis [4] 0.049 0.002 0.002
22 long run emphasis [4] 0.074 0.002 0.002
23 grey level non-uniformity [4] 0.243 0.316 0.007
24 run-length non-uniformity [4] 0.325 0.353 0.006
25 run percentage [4] 0.157 0.101 0.101
26 low grey level run emphasis [17] 0.285 0.157 0.113
27 high grey level run emphasis [17] 0.005 0.114 0.005
28 short run low grey level emphasis [13] 0.285 0.157 0.058
29 short run high grey level emphasis [13] 0.005 0.114 0.005
30 long run low grey level emphasis [13] 0.285 0.157 0.113
31 long run high grey level emphasis [13] 0.005 0.114 0.005

Table 2. Computed image metrics and their relevance to the disease types. G1 denotes
the metrics computed from the expiratory images; G2 from the inspiratory images.
Metrics of G3 are generated by subtracting G1 from G2 . Within each of G1/G2/G3,
the metrics are indexed from 1 to 31. The numbers in last three columns are the
relevance values to the disease types of ILD and COPD.

otherwise, it indicates that image metrics have extra information that PFT val-
ues do not have for differentiating ILD and COPD.

2.3 Classification with SVMs

The last step in our analysis pipeline is to use the selected features to train
classifiers to classify ILD and COPD . An efficient feature selection scheme should
achieve low classification error rate with minimal number of features. We are
going to study the relationship between classification error and the number of
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the selected features. Also we are going to compare adding image metrics to
PFT values as additional features to classification using PFT values only.

We use Support Vector Machines (SVM)[10] as classifiers in this paper. SVMs
have been used widely for feature classification tasks. SVM classifies data by
maximizing the margins between hyperplanes that separates data points of two
classes. By choosing different kernels ([19]), data points are implicitly mapped to
different higher dimensional spaces and thus better classification can be achieved.
More discussion about SVMs can be found in [19].

The experiments here use SVM with Gaussian kernels to compare the selected
features. We also test the linear kernel to understand whether the performance
improvement is from the choice of nonlinear kernel or from the more efficient
features.

3 Results

We first compare the relevance of each feature to the diagnosis of diseases. Fig. 2
graphically depicts the relevance weights of all the image metrics. The relevance
weights of PFT values are plotted in Fig. 3 as a comparison. For example, the
ratio of the forced expiratory volume in 1 second to the forced vital capacity
(FEV1/FVC ) has a high relevance value (0.47), as it is a meaningful clinical
indication.

The relevance values from image metrics and PFT values are in a similar
range. The top PFT parameter, FEV1/FVC, is 0.47; the top image metric, 5%
attenuation value from the inspiratory images, is 0.52. This shows that some
image metrics are as good indicators as PFT values for characterization of ILD
and COPD. It also shows in Fig. 2 that the metrics computed from expiratory
images (G1 :the red bars) are similar to the metrics from inspiratory images (G2 :
the blue bars). Their relevance values have a high correlation of 0.84.

We use mRMR to select a subset of 250 features. As discussed before, a high
relevance does not suffice for a feature to be selected. It also requires a selected
feature to have low redundancy with respect to other features in the subset. In
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Fig. 2. Relevance (mutual information) of image metrics to different disease types. The
x axis has the image metrics index listed in Table 2. Red bars are for metrics from G1,
the expiratory images; blue bars for G2, the inspiratory images; and green bars for G3,
difference of G1 to G2.
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Fig. 3. Relevance (mutual information) of PFT values to different disease types. The x
axis lists all the 21 PFT values in Table 1. Note that the range of the y axis is similar
to the range from those image metrics in Fig. 2.

other words, a selected feature will provide additional information supporting
the diagnosis that is missing from other features.

Rank Feature

1 G2 :5% attenuation value
2 G1 :kurtosis
3 VA
4 G1 :low grey level run emphasis
5 G2 :run length nonuniformity
6 G1 :5% attenuation mean
7 FEF max
8 G1 :95% attenuation value
9 G1 :cluster prominence
10 G1 :emphysema relative ratio
11 G1 :volume
12 G2 :grey level nonuniformity
13 FEV1/FVC

Rank Feature

14 G3 :entropy
15 G1 :short run low grey level emphasis
16 G3 :sigma
17 G2 :mean
18 TLC (pleth)
19 G2 :short run low grey level emphasis
20 G2 :sum
21 G2 :5% attenuation mean
22 G3 :relative volume<−910

23 G2 :relative volume<−910

24 G3 :cluster prominence
25 G1 :long run low grey level emphasis

Table 3. The first 25 selected features from mRMR [11]. Note these features
include both PFT values and image metrics. The image metrics includes both the
first order statistical measurements obtainable from the attenuation histogram
and other more sophisticated metrics of texture descriptions.

Table 3 lists all the 25 selected features using mRMR. Both PFT values
and image metrics are selected. This indicates that image metrics provide extra
information for differentiation of ILD and COPD, comparing with using only
PFT values. Also image features computed both from the first-order statistical
measurements (like the attenuation value) and from the texture descriptions
(like the grey level run emphasis and the cluster prominence) are selected in the
same subset. This also suggests that both types of image features are valuable
for diagnosis. Out of these 25 features, 20 features statistically differ in ILD from
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COPD groups using an unpaired t-test (null hypothesis rejected at 2% level),
which means that statistical significance exists on our relatively small datasets.

In comparison to feature selection using mRMR, the baseline used in the
paper is to rank features by their relevance values (i.e. I(zi, c) in Equ.1) and
such a criterion is denoted as MaxRel as in [11]. In this paper, we use SVMs
as classifiers to compare the efficiency of the first n = 1 to 25 features ranked
by mRMR and MaxRel by increasing the size (n) of the selected feature set. In
each test, one subject is excluded when training SVMs and that subject is used
as the test set. The error rates are computed as the average ratio of wrongly
classified subject by repeating using each of the patients as the test subject.
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(a) SVM with Gaussian kernel
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Fig. 4. Classifying ILD and COPD using the first n = 1 to 25 selected features with
(a) SVM with Guassian kernel and (b) SVM with linear kernel, using MaxRel, mRMR
and mRMR with only PFT values. For each curve, the x axis is the number of features;
the y axis is the error rate. One subject is excluded when learning SVM parameters
and that subject is used to test the accuracy of the learned SVM.

We test two SVM models with different kernels. The first is SVM with Gaus-
sian kernel, which is a popular choice for general classification tasks [19]. Features
are normalized by dividing them by the maximum the absolute values. To fur-
ther investigate the efficiency of the selected features and isolate the influence
of choice of kernels, we also test SVM with the most simple linear kernel. As
shown in both Fig. 4 (a) and (b), mRMR (red curves with crosses) reaches low
error rate using 9 features in comparison to MaxRel using 15 (SVM with Gaus-
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sian kernel) or 16 (SVM with linear kernel). This shows the efficiency of mRMR
framework.

To further demonstrate that image features are not redundant to the PFT
values, we apply mRMR only on the subset of 21 PFT values and have a similar
experiment by computing error rates with increasing selected feature set size.
The performance is shown as “mRMR - PFT only” (the blue curves with stars) in
Fig. 4. Although PFT values have similar error curves using SVM with Gaussian
kernels (Fig. 4 (a), it is inferior using linear kernels (Fig. 4). This can be explained
as the selected image features are able to compensate the inefficiency of PFT
features.

4 Conclusions

Various image metrics have been proposed and used in the literature to dif-
ferentiate ILD and COPD. In this paper we studied their relevance values to
the corresponding diagnoses in comparison with PFT values. Using a minimal-
redundancy-maximal-relevance (mRMR) framework, we further looked into the
redundancy between image metrics and PFT values. The result shows that not
only some image metrics have similar relevance values compared with PFT, but
also image metrics are not redundant when PFT values are provided. Image
metrics of the first order statistics from the attenuation histogram and of more
sophisticated texture descriptions are both selected, which again suggests that
these two types of image metrics are both valuable for a further investigation.
We finally gave a selected optimal subset of 25 features for characterization of
ILD and COPD, including both image metrics and PFT values.

It should be noted that we did not go far enough in achieving an automoated
diagnosis of ILD and COPD system in this paper. Although certainly plausible
in the future, such an automated diagnosis system, however, is premature at
this point and not what we intended to develop in this paper. Rather, the focus
of this paper is the demonstration that various image metrics are capable of
providing significant information in characterizing clinical diagnosis compared
to the gold standard of PFT values for ILD and COPD pathologies.
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Graph Cut-based Automatic Segmentation of Lung 
Nodules using Shape, Intensity, and Spatial Features 
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Abstract. This paper presents a new, fully automatic method of accurately 
extracting lesions from CT data. It first determines, at each voxel, a five-
dimensional feature vector that contains intensity, shape index, and 3D spatial 
location.  Then, non-parametric mean shift clustering is applied to produce 
intensity and shape mode maps. Finally, a graph cut algorithm segments the 
image using a novel energy formulation that incorporates shape, intensity, and 
spatial features. A key difference from the usual graph construction is that we 
connect modes (small regions, or super-pixels resulting from mean shift 
clustering) instead of pixels. The initial foreground and background can be 
automatically obtained by calculating highly spherical regions based on the 
shape index map. The proposed method has been evaluated on a clinical dataset 
of thoracic CT scans that contains 100 nodules. A volume overlap ratio between 
each segmented nodule and the ground truth annotation is calculated. Using the 
proposed method, the mean overlap ratio over all the nodules is 0.81. On visual 
inspection as well as using a quantitative evaluation, the experimental results 
demonstrate the potential of the proposed method. The rich information 
provided by the joint spatial–intensity-shape features provides a powerful cue 
for successful segmentation of nodules adjacent to structures of similar intensity 
but different shape. 

1   Introduction 

Accurate and automatic segmentation of medical images is an essential component 
of a computer-aided diagnosis (CADx) system. However, medical image 
segmentation is typically a difficult task due to noise resulting from the image 
acquisition process, as well as the characteristics of the object itself and its 
neighborhood. Lesions may be embedded in areas of complicated anatomy; and may 
have very similar intensities to their adjacent tissues (e.g. juxta-vascular nodules). In 
such cases, traditional intensity-based or model-based methods may fail to properly 
segment the object [1-3]. For example, a contrast-based region growing approach was 
introduced in [1]. This method assumes that the region of interest appears as a bright 
or dark object relative to the surrounding tissue. However, since adjacent blood 
vessels have a similar intensity to the nodule, the segmentation tends to include a part 
of a blood vessel along with the nodule. A morphological approach was presented in 
[2]. One issue with this method is its sensitivity to the morphology template size, 
which makes it difficult to choose a suitable template for all different kinds of 
nodules. As indicated by the authors, this algorithm is targeted for small and high 
contrast nodules; thus for a large nodules, especially when a blood vessel is attached 
to a nodule, the algorithm might fail to properly delineate the nodule.    
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    Image segmentation methods based on energy minimization have been 
intensively researched [4-10]. In particular, graph cut based methods, which can 
achieve a global minimum of energy functions used in image segmentation, have been 
shown much promise in medical image computing. However, in most graph-based 
methods, the graph vertices are constructed at image pixels, and the segmentation 
energy is composed of intensity terms. For example, Zheng et al. [5] proposed a 
framework to simultaneously segment and register the lungs and nodules in CT data. 
For segmentation, a 2D pixel based graph cut algorithm was applied on the 3D lung 
and nodule datasets. It is noted that, by representing a graph vertex using an image 
pixel, the number of nodes in the graph increases polynomically with the image size 
(ND, where N is the number pixels in one of the D dimensions); this dramatically 
increases the computation time. To improve efficiency, Li et al. [6] introduced a 
graph built on a pre-segmentated image using a watershed algorithm. However, their 
graph cut formulation is solely based on the image intensities. It is known that pixel 
intensity can be locally erroneous due to noise and other image acquisition issues 
(such as Partial Volume Effect (PVE) in CT). Thus, in these cases, noise can 
adversely affect the performance of a graph-based segmentation. Slabaugh et al. [7] 
incorporated an elliptical shape prior into the graph-cut segmentation framework. Xu 
et al. [8] presented a graph-cuts based active contours approach to object 
segmentation method. Zheng et al. [9] constructed a graph Laplacian matrix for the 
estimation of Ground-Glass Opacity (GGO) nodule in CT. Recently, Liu et al. [10] 
applied ordering constraints into an energy smoothness term based on an initial 
labeling. A simple geometric shape prior was also incorporated in a graph cut 
segmentation. 

In this paper, we propose an automatic mode-based graph cut method for lung 
nodule segmentation. An overview of the approach appears in Fig. 1. At each voxel in 
the image, the volumetric shape index (SI) is computed. The shape index, along with 
the image intensity and spatial position (x, y, z) are concatenated into a five 
dimensional feature vector at each voxel.  In this five dimensional joint spatial- 
intensity-shape (JSIS) feature space, mean shift clustering is applied, producing 
intensity and shape index mode maps (super-pixels). Then, a graph is constructed 
using the super-pixels as vertices. Weights in the graph are computed using a novel 
energy formulation that considers not only image intensity but also the shape feature. 
The use of mean-shift generated super-pixels produces better results and improves 
speed significantly compared to a dense graph with vertices at every voxel. The 
experimental results on CT lung nodules demonstrate the high performance of the 
proposed method.  

 
 
 

 
 

 

 
 
Fig. 1. Flow diagram of the proposed graph cut based method 
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2   Mean Shift Clustering of JSIS features 

    Our approach first computes the JSIS features, which are then clustered in a five-
dimensional space using mean shift. In this section, we review the shape index feature 
and our mean shift approach. 

2.1 Volumetric shape index: a 3D geometric feature 

    The volumetric shape index (SI) at voxel ),,( zyxp can be defined as [11][12]: 

( ) ( ) ( )
( ) ( )pkpk

pkpkpSI
21

21arctan
1

2

1

−
+−=

π
 (1) 

where ( )pk1  and ( )pk 2  are the principal curvatures at voxel p, which are defined 

as: 

( ) ( ) ( ) ( )pKpHpHpk −+= 2
1 , ( ) ( ) ( ) ( )pKpHpHpk −−= 2

2  

where ( )pK  and ( )pH  are the Gaussian and mean curvatures, respectively. 

    The calculation of the Gaussian and mean curvatures are based on the first and 
second fundamental forms of differential geometry. A practical approach for 
computing these forms is to use the smoothed first and second partial derivatives the 
image with respect to x, y, z as suggested in [13]. In this paper, prior to shape index 
calculation, a single-scale Gaussian smoothing is employed to obtain the smoothed 
image with standard deviation of 1.5. 
    Shape index represents the local shape feature at each voxel. Every distinct 
shape, except for the plane, corresponds to a unique shape index. For example, the 
shape index value of 1.00 indicates a sphere-like shape (e.g. nodule), and 0.75 
indicates a cylinder-like shape (e.g. vessel). Based on the definition, volumetric shape 
index directly characterizes the topological shape of an iso-surface in the vicinity of 
each voxel without explicitly calculating the iso-surface. This feature provides rich 
information for automated segmentation of anatomical structures or lesions in medical 
images, where the region of interest is within an area of complicated anatomy and 
image intensities of different shapes are similar to each other (such as an adjoining 
lung nodule). 

2.2 Combination of shape index feature into mean shift framework 

For each voxel, 3D spatial location, intensity and volumetric shape index features 
are concatenated in the joint spatial-intensity-shape (JSIS) domain of dimension d=5.  

Given n data points ip , i=1,…,n in a 5-dimensional space, the multivariate kernel is 

defined as the product of three radially symmetric kernels: 
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where 5,kc is a normalization constant which assures K(f) integrates to 1. sf is the 

spatial location, rf is the intensity and sif is the shape index feature; sh , rh and 

sih are the kernel window size for spatial, intensity and shape index kernel function. 

The normal kernel is used in this paper, where ( ) ( )22/ 21exp)2( ffk d −= −π . 

By using the mean shift framework [14], the shape index feature can be combined 
with the intensity for clustering. The mean shift vector with three kernel windows 
(spatial, intensity and shape index) can then be calculated as:  
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where ( ) ( )fkfg '−= . The mean shift vector always points toward the direction of 

the maximum increase in the density function. 
It is noted that the mean shift algorithm estimates the modes (the densest regions) 

of the multivariate distribution underlying the feature space. The set of points that 
converge to the same mode is defined as the attraction basin.  Mean shift maps all 
the data samples to the local maxima of their corresponding attraction basin based on 
five-dimensional features. Super-pixels (modes) are formed for the set of pixels in 
each attraction basin. Each super-pixel has a constant shape index and intensity. This 
produces mode maps, namely an intensity mode map ( IM ), and a shape index mode 

map (
SIM ), and a spatial mode map (

SM ). The spatial mode map is not used directly 

in our energy function; however, spatial information is utilized when defining 
neighbors in our graph. Fig. 2 shows a nodule attached to a vessel and its 
corresponding intensity and shape index mode maps. It can be noted that the mode 
maps ((c) and (d)) from JSIS mean shift clustering can be seen as “filtered” images 
and are less contaminated by outliers. In the following section, graph cut based 
segmentation is applied on these super-pixels. 

 

   
                (a)           (b)             (c)            (d) 
Fig.2. One attached nodule with its intensity and shape mode maps (a) Original CT sub-image; 
(b) Shape index map based on Eq. (1); (c) Intensity mode and (d) shape index mode maps. 

3 Automatic Graph Cut based Segmentation on Mean Shift Mode 
Map with Shape Feature 

In this section, we consider the mode map as a graph G. As mentioned above, the 
graph G=(V, E) is defined with vertices Vv∈  representing super-pixels determined 

-106- Second International Workshop on Pulmonary Image Analysis 



from five dimensional mean-shift clustering, and edges E∈ε  connecting adjacent 
super-pixels. A key difference from the usual graph construction is that we connect 
super-pixels instead of the original pixels. As a result, the number of vertices in G is 
greatly reduced compared to the original number of pixels in the image. Two key 
issues are addressed in the following two sub-sections: initialization and energy 
function definition. 

3.1 Initialization based on high spherical concentration 

In our previous work, we have developed an automatic lung nodule detection 
algorithm [15], which produced a small number of potential nodule regions. The aim 
of this paper is to accurately delineate each nodule boundary. Given that a nodule is 
generally either spherical or has local spherical elements, while a blood vessel is 
usually oblong, for each potential nodule region (or region of interest), a spherical 
concentration is calculated for the automatic estimation of initial nodule (foreground) 
region. 

A cluster of high shape index voxels is automatically determined using hysteresis 
thresholding [13] applied to the shape index map. This algorithm finds a spherical 
region sℜ formed of 3D connected voxels that all have shape index greater than or 

equal to a relaxed threshold and contain voxels with a shape index greater than or 
equal to a high threshold. The voxels in this spherical region define the foreground 
seeds for the graph cut segmentation. 
 

To produce the background seeds, the foreground region is enlarged based on the 
distance transform [16]. The initial background region can be obtained by inverting 
the enlarged foreground region. Here, the foreground region is enlarged to ensure that 
the background seeds do not cover the nodule to be segmented. Fig.3 shows an 
example of the segmented vascular nodule using the above automatic calculation of 
foreground and background seeds, where, the high threshold and relaxed threshold for 
hysteresis thresholding were chosen to be 0.92 and 0.82 respectively; and the initial 
foreground (Fig.4 (a2 and b2)) was enlarged 10 layers based on the distance transform 
to obtain the background (Fig.4(a3 and b3)). 
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                     a1         a2         a3        a4   

 

 
                   b1         b2        b3         b4 
 

Fig.3. An example of one attached solid nodule segmentation based on the automatic 
calculation of initial foreground and background. (a1-b1) 3D nodule in 2 continuous slices in 
CT; (a2-b2) initial foreground based on high spherical concentration; (a3-b3) initial 
background; (a4-b4) segmentation results by the proposed graph cut based method. 

 
   

3.2 Energy function 

The lesion segmentation problem is formulated as a binary labeling problem, so the 
goal is to assign a unique label { }1,0∈il  to each super-pixel (mode) (where 0 is 

background and 1 stands for foreground (lesion)) by minimizing a Gibbs energy E(L) 
[17]:  
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where ( )ilE1
 is the data energy, determining the energy to assign the label il  to the 

mode i, and ( )ji llE ,2
 is the smoothing energy, denoting the cost of assigning the 

labels il  and jl  to adjacent super-pixels i and j. λ is a weighting factor. The details 

of energy minimization via the graph cut algorithm for binary labeling can be found 
in [1]. Below we focus on how to define the two energy terms. 

 
Data energy (t-link energy):  Given the initial foreground { }F

mM  and 

background regions{ }B
nM  which are automatically calculated based on the hysteresis 

thresholding of shape index map discussed in the section 3.1. Here, m and n are the 
super-pixel indices for initial foreground and background, respectively. For each 
super-pixel i, the intensity distance of the super-pixel to the foreground super-pixels 
{ }F

mM , weighted by the shape feature, is calculated as: 
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 are the ith super-pixel’s intensity and shape 

index resulting from mean shift clustering. Alternatively, an exponential function can 
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also be used for the calculation of the intensity similarity. The intensity distance to the 
background super-pixels { }B

nM  is as: ( ) B
nen

B
i MiId −= modmin . Therefore, ( )ilE1

is 

defined as: 
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We note that a nodule is generally either spherical or has local spherical elements (we 
define spherical elements as a local grouping of voxels recognized by high volumetric 
shape index values). It can be seen that F

id  in Equation (5) encourages a super-pixel 

to have the same label as the initial foreground super-pixels if it has a similar intensity 
to the foreground super-pixels and also a shape feature closer to one. 

 
Smooth energy with shape feature (l-link): The second term ( )ji llE ,2

 in 

Equation (4) is defined as: 
( ) ( ) ( ) SIIsiSIIsiji EEwEEwllE ⋅⋅−++= 1,2

 (6) 

where IE  is the intensity energy term, denoting the intensity difference between two 

adjacent super-pixels i and j, which is defined as: ( )1)()(1),( modmod +−= jIiIllE eejiI
 . 

This means super-pixels with similar intensities have a larger IE , which leads to 

assigning the same labels to the two super-pixels.  
    SIE  is the shape energy term, denoting the shape difference between two 

adjacent super-pixels, which is defined as ( ) ( )( )11),( modmod +−= jSIiSIllE eejiSI
. Similar 

to the intensity term, the shape energy term captures the shape features for the two 
adjacent super-pixels, if both the shape index values are similar, SIE  is larger, which 

means with high probability, both super-pixels have the same label. It is noted that, 
both the intensity mode value and shape mode value have been normalized to the 
same scale for the calculation of intensity energy term and shape energy term.  

It can be seen from Equation (6), the intensity term and shape term are combined 
through a weighting function siw  which is defined as: 
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It is noted that, when the shapes between two adjacent super-pixels are the same, 
1=siw , and the energy depends on the first term of Equation (6). However, when two 

adjacent super-pixels have very different shapes, siw  is small, so the Equation 6 

depends on the second term. Fig.4 shows a juxta-vascular nodule segmentation by 
using different smooth energy functions. Due to PVE in CT imaging, part of the 
nodule’s pixels (e.g. Fig.4(a3)) have relatively low intensities, compared to that on the 
other slices. By using the first term only in Equation (6), those pixels with low 
intensity (but similar shape feature) can still be correctly identified as being part of 
the nodule object as seen in Fig.4 (b3). However, some small amounts of vessel 
(similar intensity but different shape feature) are also included into the nodule object, 
as seen in Fig. 4(b1-b3). This is because the first term equally considers the similarity 
for both of the intensity and shape features. Fig.4(c1-c3) are the results by using the 
second term only. It can be seen that, the shape feature is only used as a weighting to 
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the intensity feature. Different shapes gives lower weighting to intensity term, this is 
why part of nodule can be properly separately from the adjoining vessel with similar 
intensity, as shown in Fig.4(c1-c2). However, the pixels with lower intensity due to 
PVE are wrongly identified as background due to the different intensities, compared 
to that on the other slices, as shown in Fig.4(c3). Fig. 4(d1-d3) are the results by 
combining both of terms as in Equation (6), in which the nodule boundary can be 
properly delineated despite the PVE and the presence of vessels with similar intensity. 
 

            
     a1         a2          a3             b1           b2        b3 

           
  c1          c2         c3               d1         d2         d3 

Fig.4. An example of one attached solid nodule segmentation by using different smooth energy 
function. (a1-a3) 3D nodule in 3 continuous slices in CT; (b1-b3) nodule segmentation by using 
the first term only in Equation 6; (c1-c3) results by using the second term only in Equation 6; 
(d1-d3) nodule segmentation by using the smooth energy in Equation 6. 

4 Experimental Results and Discussion 

The proposed algorithm has been evaluated on CT lung data. The three kernel 
window sizes (spatial sh , intensity rh and shape index sih ) in the five-dimensional 

mean shift clustering were set to be 3.0, 6.5 and 3.0, respectively. The proposed graph 
cut algorithm was applied to the mean-shift super-pixels using Equations 4, 5, and 6, 
where the weighting factor λ was set to be 100.  

Fig.5 shows an example of the proposed method on one Ground-Glass Opacity 
(GGO) nodule. It is known that GGO nodules are usually with faint contrast, irregular 
shape and fuzzy margins, it is challenging to properly segment the nodule boundary. 
The proposed method demonstrates good performance on this GGO nodule 
segmentation. For comparison, the segmentation results without the shape feature are 
given in Fig. 5(a3) and (b3), where, four-dimensional mean shift with spatial and 
intensity features were used, also in the definition of smooth energy term (6), only the 
intensity energy term was considered. It can be seen that, by considering the shape 
index feature in both the mean shift clustering and the definition of energy 
formulation for graph cut, the nodule boundary can be properly delineated from the 
background despite the presence of other non-target structures (such as vessels). 

The performance of our mode-based (mode map) graph cut algorithm was also 
compared with that of pixel-based method, where, in the graph construction, each 
vertex represents one pixel. Fig.6 shows the comparison results on another GGO 
nodule image, where, 46195 vertices (pixels) was constructed in the pixel-based 
graph, compared to 946 vertices for the super-pixel based method. Testing was 
performed on a system with a 2.39GHz CPU and 2GB memory.  Construction of the 
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graph and energy minimization required 16 seconds for the pixel-based method, and 
1.2 seconds for the super-pixel based method (including the mean shift).  The 
majority of the computation time is in the graph construction, which includes the 
calculation of the both energy terms for each vertex.  On the super-pixel based 
graph, the fewer vertices results in a much faster run-time. 

Since the intensity mode map from the five-dimensional joint spatial-intensity-
shape index mean shift algorithm expresses the local structure of the data, it can be 
seen that our proposed super-pixel-based method produces better results and improves 
the speed significantly.  

For a quantitative evaluation, the proposed method has been tested on a database of 
clinical chest CT scans, containing 100 nodules (solid and mixed-sold nodules) with a 
slice thickness ranging from 0.5mm to 2.0mm. The size of the nodules ranged 
between 5mm to 20mm in diameter. To produce the ground truth, each nodule 
boundary was manually delineated by experienced radiologists. An overlap ratio 
between the segmented nodule and the ground truth annotation is calculated. Fig. 7 
shows the overlap ratios based on the proposed method with and without shape index 
feature. It is noted that, without shape features, the mean overlap ratio for the whole 
dataset is 74% with standard deviation (std) of 0.08. However, the mean overlap ratio 
has been increased to 81% with the std decreasing to 0.047 by using the proposed 
method. This indicates the segmentation based on our proposed method is stable and 
accurate for different types nodules.   

 In this paper, the parameters for three kernel window size (spatial sh , 

intensity rh and shape index sih ) in Equation 2 and the weighting factor ( λ ) in 

Equation 4 are chosen experimentally. As it is noted that, kernel window sizes depend 
on the data structure. To improve the performance, we are currently analyzing the 
sensitivity of the segmentation results to those parameters and also a variable window 
size needs to be further investigated.  

 Generally speaking, it is challenging to segment GGO boundary due to its 
irregular shape and faint contrast. In this section, Fig.5 and Fig.6 show good examples 
of GGO nodule segmentation by using the proposed method. This is because, firstly, 
the method clusters pixels under mean shift framework by taking into account the 
joint spatial-intensity-shape feature. The resulting mode map significantly reduces the 
variance of both of the intensity and shape features. Then, the super-pixels from mean 
shift clustering are further merged by using graph cut algorithm. However, this is a 
pilot study for the GGO nodule segmentation. Further experiments (e.g. quantitative 
evaluation) are needed before the method can be applied in clinical practice. 
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             a1              a2              a3               a4                    
 

    
           b1             b2               b3               b4 
 

Fig.5. Example of one GGO nodule segmentation. (a1-b1): 3D GGO in two continuous slices; 
(a2-b2): shape index mode map from five-dimensional mean shift; (a3-b3): segmentation 
without shape feature;  (a4-b4): segmentation results based on the proposed method. 

 

     

 

Fig.6. Segmentation result on one GGO (left) based on pixel-based graph-cut algorithm 
(middle) and our proposed mode-based graph-cut algorithm (right). 
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Fig.7. Volume overlap ratio based on the two different methods 
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5 Conclusion 

We have presented a new automatic method of extracting lung nodules from CT 
data. A five dimensional JSIS mean shift clustering is firstly used to produce both of 
intensity and shape index mode maps. A graph cut algorithm is then applied to the 
mode map using a novel energy formulation which considers not only image intensity 
but also the shape feature. The joint JSIS feature provides rich information for lesion 
segmentation. Both by visual inspection on both solid nodules (such as Fig.3 and 4) 
and GGO nodules (such as Fig.5 and 6), as well as using a quantitative evaluation on 
100 nodules (solid and mixed-solid) demonstrates the potential of the proposed 
method. The method can not only successfully segment nodules adjacent to structures 
of similar intensity but different shape, but also can correctly identify some part of 
nodules with different intensity (due to PVE in CT imaging) but similar shape. 
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Abstract. Micro-CT has emerged as an excellent tool for in-vivo imag-
ing of the lungs of small laboratory animals. Several studies have shown
that it can be used to assess the evolution of pulmonary lung diseases in
longitudinal studies. However, most of them rely on non-automatic tools
for image analysis, or are merely qualitative. In this article, we present
a longitudinal, quantitative study of a mouse model of silica-induced
pulmonary inflammation. To automatically assess disease progression,
we have devised and validated a lung segmentation method that com-
bines threshold-based segmentation, atlas-based segmentation and level
sets. Our volume measurements, based on the automatic segmentations,
point at a compensation mechanism which leads to an increase of the
healthy lung volume in response to the loss of functional tissue caused
by inflammation.

1 Introduction

Lung cancer and chronic obstructive pulmonary disease (COPD) have high
prevalence and mortality in the developed world. Recent studies point at pos-
sible common causative mechanisms between these two diseases, related to the
inflammatory process triggered by external factors, mainly cigarette smoke [1,
2].

Therefore, novel experimental models are being used to study the role of
inflammation in lung cancer and COPD. Among them, in vivo experiments us-
ing small animals are likely to play an important role, since they represent an
essential intermediate step between the in vitro experiments and the studies on
human subjects.

High resolution X-ray computed tomography (micro-CT) can be used to
non-invasively discriminate tissue composition in small animals, based on the
different X-ray absorption coefficients of the tissues. It is thus very well suited
for imaging the lung, because the air that fills this organ provides high contrast
with the surrounding tissues [3]. Giving these facts, micro-CT can be efficiently
used in longitudinal experiments aimed at studying the evolution of pulmonary
diseases. Namely, several previous works have shown the usefulness of micro-CT
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for the study of small animal models of lung diseases, including emphysema, lung
cancer, and fibrosis [4–7]. However, most of these studies rely on image analysis
tools that require a great amount of user interaction or are merely qualitative.

Compared to manual or semi-automatic methods, fully automatic segmenta-
tion and quantification tools allow for accurate and reproducible measurements
of disease progression. In this work, we apply these tools to a mouse model of
chronic pulmonary inflammation caused by intratracheal instillation of silica. To
the best of our knowledge, this is the first time that this model of inflammation
is analyzed using micro-CT. Previously, Cavanaugh et al. had used micro-CT to
quantify the extent of fibrotic and inflamed areas in a mouse model of lung injury
[7]. The lung volume affected by fibrosis and inflammation was obtained by sub-
tracting the healthy lung volume at baseline -areas of no X-ray absortion- from
the healthy lung volume before the final image acquisition (a few days later).
This approach assumes that the complete lung volume remains constant, which
is not necessarily true. Lee et al. imaged the same animal model both in vivo
and post mortem. The assessment was done by dividing the lung volume into 20
levels and visually assigning scores for different possible findings (honeycombing,
ground-glass opacity, etc.). Generally, findings in post mortem scans correlated
better with histology. Finally, Ask et al. studied a different fibrosis model in rats
[8]. The fibrotic volumes were traced using region growing and compared to the
histology-based fibrotic score.

Automatically segmenting inflammation areas in micro-CT images poses a
considerable challenge. In some respects it is similar to the segmentation of
computed tomography (CT) images of pathologies such as severe consolidation
or extended fibrosis. Sluimer et al. worked on algorithms to segment scans with
dense pathology [9] by combining image registration and voxel classification.
More recently, Lee et al. used level sets to segment images of patients with
diffuse interstitial lung disease (DILD) [10]. Their results were generally correct
although the method failed in the most severe cases.

In this article, we propose a segmentation algorithm that combines threshold-
based segmentation, atlas-based segmentation, and level sets. The method is
validated by comparing computer-generated segmentations to manually-defined
segmentations. The automatic segmentations of the lungs are used as masks to
evaluate the extent of inflammation in a series of longitudinal scans. Quantitative
measurements are performed on both diseased and healthy control mice. The rest
of the article is organized as follows. In Section 2 the data acquisition method, the
algorithms for lung segmentation and the disease quantification are explained.
Section 3 presents the results of the segmentation evaluation, along with the
disease quantification. Finally, in Section 4 some implications of the methods
and results are discussed.
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2 Methods

2.1 Data sets and image acquisition

We used a total of 40 A/J mice (Harlan UK Limited, Oxon, UK). The mice were
8 weeks old at the start of the experiments. Twenty-two mice were assigned to
the control group and 18 to the silicosis group. Three different time points were
defined for image acquisition: week 0 (before treatment), week 4, and week 14.
In each group and time point, a number of animals was chosen for the follow-up
study and the rest were sacrificed after the scan for purposes not relevant to
this particular work. Table 1 shows the number of animals scanned in each time
point.

Table 1: Animals scanned in each time point. (*) indicates that those animals were
sacrificed after the scan. The rest made up the follow-up groups. Three mice of the
silicosis group did not recover from the scanning protocol (one in time point 0 weeks,
two in time point 4 weeks).

Time point Control group Silicosis group

Week 0 7 + 5* 8
Week 4 7 + 5* 7 + 5*
Week 14 7 + 5* 5 + 5*

Mice belonging to the control group were intratracheally instilled with 90 μl of
saline. The silicosis group was instilled with crystalline silica (9 mg in 90 μl saline
per mice). The crystalline silica sample was 99% pure alpha-quartz (Min-U-Sil 5;
US Silica Co., Berkeley Springs, WV, USA), with a particle size of < 5 μm. This
single treatment causes silicosis which occurs with severe inflammation in the
first weeks after instillation [11]. All procedures were carried out in compliance
with European Union and University of Navarra (Institutional Animal Care and
Use Committee) relevant guidelines for the use of laboratory animals.

Our imaging protocol is an adaptation of that by Namati et al. [12]. Animals
were anesthetized with an intraperitoneal injection of 90 mg/kg ketamine and 10
mg/kg xylacine. Endotracheal intubation was performed on anesthesized animals
using the BioLite system (Biotex, Houston, Texas), to illuminate the trachea
with a fiber optic stylet. After intubation, animals were connected to a Flex-
ivent rodent ventilator (Scireq, Montreal, Canada) at a rate of 200 breaths/min
and a tidal volume of 10 ml/kg. Animals were kept breathing isoflurane at 2%
concentration until complete relaxation was achieved and 0.5% isoflurane was
maintained during the scan. 700 micro-CT projections were acquired during
iso-pressure breath holds at 12 cm H2O, which represents a physiological pres-
sure and minimizes the probability of ventilator induced lung injury (VILI) [13].
Breath hold duration was 650 ms and normal breathing was induced during
1 s intervals between breath holds. Every 20 breath holds a total lung capac-
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ity (TLC) perturbation was performed. This inflates the lung to the maximum
capacity (30 cm H2O) for 3 s and helps prevent atelectasis [14].

Images were acquired with a Micro-CAT II scanner (Siemens Pre-Clinical
Solutions, Knoxville, Tennessee), with a source voltage of 80 kVp and a current
of 500 μA. The exposure time per projection was 450 ms and each projection
was acquired during the 650 ms iso-pressure apneae. This resulted in images of
640 slices with 1024×1024 voxels per slice, and an isotropic voxel size of 46 μm.
An image of a water phantom was used as reference to convert the voxel values
to Hounsfield Units (HU).

2.2 Lung segmentation

Due to the difficulty of the task, our lung segmentation algorithm combines three
different segmentation strategies: threshold-based segmentation, atlas-based seg-
mentation and geodesic active contours. This subsection details the implementa-
tion of each technique separately, concluding with the method used to combine
the three segmentation results.

Threshold-based segmentation. We first segmented the healthy, i.e., low
density, parts of the inflamed lungs using an algorithm largely based on previous
work by Hu et al. [15]. Its basic steps are:

1. Automatic thresholding : a threshold is iteratively computed to separate air
and body tissue in the scan.

2. Background removal : air regions connected to the borders are removed.
3. Small volume removal : small air volumes, which are likely to correspond to

air blobs in the digestive tract, are removed.
4. Hole filling : possible holes within the lung are filled.
5. Trachea extraction: the trachea and the main airways are deleted from the

volume.
6. Small vessel inclusion: a 3D closing operator is used to include small vessels

in the lung segmentation.

With this method the largest connected area of the lung with low density is
segmented, but the inflamed areas remain unsegmented.

Atlas-based segmentation. This step is essential for the correct inclusion of
the diseased lung areas in the final segmentation. Furthermore, the result of this
step will be used for the initialization of the final level set refinement. Atlas-based
segmentation uses registration between a reference image, the atlas image, and
the image to be segmented, the target image, to transform the segmentation of
the atlas image into a segmentation of the target image [16].

In this case, a randomly chosen silicotic lung was manually segmented to serve
as an atlas for the segmentation of the rest. Instead of directly registering the
atlas and the target images, binary images containing rib segmentations were
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used. The reason is that there is a large potential variability in inflammation
location, extension and appearance, which can lead to errors in the registration.
Although inflamed areas appear mainly near the main airways in the upper part
of the lung, they can occasionally be in the lower parts too. Therefore, in all
images ribs were segmented by thresholding and the resulting binary images
were registered. A gaussian blurring was applied on the binarized images to help
registration. The alignment process consisted of two steps: affine registration and
B-Spline non-rigid registration. Mutual information was used as metric together
with a stochastic gradient descent optimizer, which allows for fast and accurate
registrations [17].

Geodesic Active Contours for refinement. The result of the atlas-based
step is generally accurate at the ribs, has the expected lung shape in the upper,
inflamed areas of the lung, but is inaccurate around the diaphragm and the
heart. To refine the segmentation results in those areas we used geodesic active
contours [18] . The geodesic active contours, which were implemented in ITK,
follow the equation [19]:

dψ

dt
= −αA(x) · ∇ψ − βP (x) · |∇ψ| + γZ(x)κ · |∇ψ| (1)

where ψ is the level set function; α, β and γ are the weights for the advection,
propagation and curvature terms, respectively; A(x) is an advection term; P (x)
is a propagation term; and Z(x) is a spatial modifier for the curvature term κ.

To limit the refinement to the areas of interest near the diaphragm, we applied
the active contour segmentation only to the lower two thirds of the lung in the
coronal direction. The weights were set to 0.1 for propagation, 10 for curvature
and 20 for advection. The high curvature and advection terms lead to smooth
segmentations, which at the same time are strongly attracted to the edges.

Segmentation combination. The three previous segmentation results must
be combined into a single final segmentation. In this fusion process, two basic
assumptions are made:

– All voxels segmented by the threshold-based segmentation method or the
level sets are correct.

– All voxels segmented by the atlas-based segmentation method are correct,
as long as there is another lung voxel with the same x-y coordinates between
the current point and the diaphragm, segmented by any of the other two
methods. A x-y plane is defined as an axial or transverse slice of the micro-
CT image.

With these assumptions, no extra voxel is added below the diaphragm, which
is assumed to be well delineated by the combination of the threshold-based
and the level sets segmentations. The atlas-based segmentation is used to add
pathological areas int the upper area of the lung.

Figure 1 shows an example of the segmentation process.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1: (a) Micro-CT image of silicotic lung; (b) Threshold-based segmentation; (c)
Atlas-based segmentation; (d) Cropped atlas-based segmentation; (e) Cropped atlas-
based segmentation refined using level sets; (f) Final combined segmentation.
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To segment healthy lungs, the atlas-based segmentation step was omitted.
In principle, the threshold-based segmentation should suffice, but the level set
method was used, with a dilated threshold-based segmentation as initial zero
level set, as reported in [10]. This step was required to include the vessels in the
segmentation, as occurs on the inflammation images.

In all cases an airway segmentation algorithm similar to the one reported
by Artaechevarria et al. was used to remove the airways from the final lung
segmentation [20].

3 Results

3.1 Segmentation evaluation

Six different scans were manually traced using the Amira software (Visage Imag-
ing, Fürth, Germany) and were used as reference for the evaluation of the auto-
matic segmentation method. The similarity index (SI) between the manual and
the automatic segmentations was computed. The SI between two segmentations,
Sa and Sb, of the same object, is defined as:

SI =
2|Sa

⋂
Sb|

|Sa| + |Sb| , (2)

where
⋂

indicates the overlapping voxels between the two segmentations,
and |Sa| indicates the number of voxels of the corresponding segmentation [21].
SI has value 1 when there is a perfect match between labels and 0 when there is
no overlap.

Table 2 shows the SI for the six manually segmented images. The average SI
is 0.95.

Table 2: SI for the six manually segmented images

Image number and group Similarity Index

Image 1 (control, week 0) 0.97
Image 2 (silica, week 0) 0.97
Image 3 (silica, week 4) 0.94
Image 4 (silica, week 4) 0.96
Image 5 (silica, week 14) 0.94
Image 6 (silica, week 14) 0.93

3.2 Disease quantification

Four different measurements were performed on the segmented lungs, in order
to assess the effect of the inflammation:
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1. Total Lung Volume (TLV): corresponds to the final segmentation.
2. Healthy Lung Volume (HLV): the result of the threshold-based segmentation.
3. Inflamed Lung Volume (ILV): computed as TLV−HLV.
4. Mean Lung Intensity (MLI): in HU, considering the complete lung.

Figure 2 shows the mean values of these parameters in control and diseased
mice. There are no statistically significant differences between groups before
treatment, but in weeks 4 and 14 silicotic mice show higher MLI, ILV and TLV.
HLV is larger in the silica group only at week 4.

(a) (b)

(c) (d)

Fig. 2: (a) MLI vs. time points; (b) ILV vs. time points; (c) HLV vs. time points; (d)
TLV vs. time points. (**) indicates p < 0.05, according to the MannWhitney U test.
Error bars reflect the standard deviation within the group.
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4 Discussion

The quantitative study of this model of lung disease using micro-CT requires
accurate segmentations of the lungs. Automatic segmentation methods such as
the one described in this work are essential, because manual segmentations are
very time consuming, requiring as much as 5 hours in the diseased cases. Even
though further evaluation is required, preliminary results show that our auto-
matic segmentation method yields accurate results.

Atlas-based segmentation is one of the steps of the automatic segmentation
method. A randomly chosen image of the silicosis group was chosen as the atlas
image. Segmentation accuracy results show that this approach does not lead to
large errors, but overall accuracy could improve with the use of a more generic
atlas.

The calculated quantitative values are highly informative. As expected, we
found a statistically significant increase of ILV and MLI in diseased versus to
control animals. However, the higher HLV and TLV values found in silicotic
mice compared to control ones requires further analysis. This result suggests
that a compensatory mechanism exists, through which the healthy lung volume
increases in response to the loss of functional tissue caused by inflammation.
Further study, including histology and pulmonary functional tests, will be re-
quired to gain more knowledge on this phenomenon. It is also noteworthy that
the mean ILV grows considerably within the diseased mice from week 4 to week
14, although a large variability exists.

In conclusion, we have shown that automatic image segmentation and quan-
tification on a mouse model of lung inflammation can point at relevant biological
issues. The intrinsic complexity of the segmentation task has produced the need
for a custom segmentation method, within which several well-known methods
are combined taking the characteristics of the expected disease into account.
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20. Artaechevarria, X., Muñoz-Barrutia, A., van Ginneken, B., Ortiz-de-Solórzano,
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Abstract. Tracheal stenosis is a life threatening condition for which the
successful treatment relies on the precise evaluation of its dimensions and
severity. Recently, Active Shape Models (ASMs) were proposed for steno-
sis assessment and stent prediction, with promising results. An effective
ASM, however, depends on the applied surface registration technique,
which should not be influenced by the stenotic regions. The present
work reviews previously proposed registration techniques and formulates
a new method to estimate the shape of the healthy trachea of a patient
with stenosis. Experiments with real and simulation data showed that
the new method outperforms the conventional methods with respect to
registration accuracy.

1 Introduction

Tracheal stenosis is a stricture of the windpipe that can be life threatening. Re-
construction or resection surgeries and the use of stents are important resources
in the management of the condition. However, a successful treatment relies on
the correct assessment of the stricture, which determines its location, length and
degree of severity. Manual and computer aided approaches for the assessment of
stenosis have been described in the literature [1–3].

Concomitantly, Active Shape Models (ASM) have been an important tool in
computer aided diagnoses. In order to register the models to clinical data, the
sum of the square of residuals between the model and the target is iteratively
minimised. A problem may arise if the distribution of the residuals is not Gaus-
sian, since standard least squares minimisation applied to non-Gaussian data
distributions is known to be suboptimal. Deviations from Gaussian assumptions
are normally evidenced by the presence of outliers in the data.

With the above concepts in mind, Pinho et al. claimed that correct assess-
ment of stenosis depends on a good estimation of the healthy trachea of a patient
and they used ASMs of tubular approximations of healthy tracheas for assess-
ment of stenosis and prediction of stent dimensions [4]. The challenge in this
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approach, however, is to avoid the influence of stenotic regions on the registra-
tion of the ASM to clinical data. For this, they used a method in which, at each
iteration, residuals corresponding to shape landmarks over regions with steno-
sis have their influence on the registration reduced by keeping these landmarks
fixed w.r.t. the shape obtained in the previous iteration. Eventually, the fixed
landmarks act as a counterforce against the attraction of stenotic regions, aiding
the model in producing the desired healthy trachea.

Despite the promising results, the work above lacked a thorough analysis of
the surface registration mechanism and experiments with clinical data. In the
present work, we build upon [4], concentrating on the surface registration step
of the ASM, and add the following contributions:

– formulate FixedLandmarks as a new method to avoid the influence of mis-
leading regions during the registration of ASMs;

– build the ASM using correspondence optimisation of landmarks, as proposed
by Huysmans et al. [5], instead of the tubular approximations used in [4];

– investigate the behaviour of FixedLandmarks and other methods through a
comprehensive set of experiments on clinical as well as on simulation data;

– present qualitative and quantitative comparisons between the registration
methods and standard least squares with respect to the estimation of the
healthy trachea.

We begin this paper with a review of ASMs and their use in the estimation
of healthy tracheas, in Section 2. In Section 3, the registration mechanism and
methods previously used with ASMs are briefly described before the formulation
of the FixedLandmarks. In Section 4, the experiments and results are presented
and the article is concluded in Section 5.

2 Active Shape Model of Healthy Tracheas

ASMs are built from a training set of N aligned shapes, xi, each represented
by the concatenation of its n, d-dimensional landmarks, which must correspond
across the training set. Principal Component Analysis then extracts the N eigen-
vectors and non-negative eigenvalues of the covariance matrix of the training set.
New shapes x are obtained with a linear combination between the average shape
of the training set, x, and the dn × N matrix of orthonormal eigenvectors, P:

x = x + Pb , (1)

where b is an N ×1 vector of weights, which are the parameters of the model [6].
ASMs can be registered to an object of the class they represent by adjusting

the parameter set b. When the model is applied to an image, the registration is
usually an iterative process: the landmarks of the shape generated by the model
at the current iteration are moved along their normals, generating a candidate
shape y, which matches high gradients corresponding to edges of the target.
Afterwards, a new set of parameters b̂ is computed in order to allow the model
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to be registered to y. The set b̂ which defines the best fit of the model to the
candidate shape is obtained by minimisation of the squared error between y and
x, represented by the following error function:

ξ(b) = (y − x)T (y − x) . (2)

Expanding Eq. (2) with Eq. (1) and minimising ξ with respect to b results in:

b̂ = PT (y − x) . (3)

This minimisation is herein referred to as StandardLS. This whole procedure is
repeated until no significant changes have been made to the shape generated by
the model at subsequent iterations.

Huysmans et al. proposed a method for shape modelling of cylindrical sur-
faces using cylindrical parametrisation [5]. In their method, the shapes of the
training set are first aligned using the iterative closest point algorithm [7] and
mapped on the unit cylinder, with a criterion to minimise distortions. The choice
of landmarks along the boundaries of the shapes is made automatically, in the
parametric domain. Likewise, the correspondences between the landmarks are
established in the parametric domain, using minimum description length [8].
The optimised landmarks are later mapped back onto the original shapes. The
boundary shapes, xi, are eventually described by the concatenation of n land-
marks xvj

= (xj , yj , zj) and used to build the model.
As shown in [6], shapes generated with ASMs resemble those in the train-

ing set. By constructing the model with healthy tracheas only, local distortions
typical of stenotic geometry are not present. As a result, the edges in the image
corresponding to regions with stenosis have low impact on local deformations of
the ASM. Yet, the shape generated by the model can still be globally narrowed.
In order to cope with this drawback, the registration is divided into two iterative
stages. The first stage, a rigid registration, aligns the average shape of the model
to the target trachea. This procedure aids the gradient based search in finding
the location and orientation of the target trachea. In addition, landmarks of
the shape generated by model which are located in the vicinity of regions with
stenosis tend to remain far from their corresponding target. In the second, non-
rigid registration stage, those landmarks are kept fixed at each iteration in order
to minimise their influence on the adjustment of the model parameters. As the
shape generated by the model iteratively deforms, the expected result is a tra-
chea that matches the healthy regions of the target and produces an estimation
for the healthy caliber of its narrowed parts.

3 Surface Registration

When the distribution of the residuals, {rj |j = 1, . . . , n}, between x and y in
Eq. (2) is not Gaussian, due to the presence of outliers, StandardLS may produce
suboptimal results. The literature presents different approaches to avoid the
influence of outliers. In the remainder of this section, we review some of these
approaches applied to ASMs and formulate a new one, called FixedLandmarks.
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Weighted Least Squares The influence of outliers can be reduced by assigning
weights to the contribution of each residual, modifying Eq. (2) to

ξw(b) = (y − x)T W(y − x) , (4)

where W is a diagonal matrix of weights. Minimising ξw with respect to b yields

b̂ = (PT WP)−1PT W(y − x) , (5)

which is the basic formulation of weighted least squares (WLS ) minimisation.
From the above definition, it is clear that a good choice of weights is key for

an effective use of WLS. In the field of Robust Statistics, estimators that are less
affected by deviations from Gaussian or other model assumptions can be devised
to further improve the effects of WLS [9]. Rogers et al. used robust statistics
with ASMs in different medical applications and filled matrix W with the Huber
weighting function [10]. Theobald et al. compared several weighting functions
for landmark occlusion detection, among which the Talwar, the Cauchy, and the
Gaussian weighting functions performed best [11]. Fig. 1 shows the four functions
described. In all of them, σ is the standard deviation of the residuals, which can
be estimated at each iteration from the median of their absolute values [10].

whuberi
=

{
1, ri < σ
σ/|ri|, σ ≤ ri < 3σ
0, ri ≥ 3σ

wtalwari
=

{
1, ri < σ
0, ri ≥ σ

wcauchyi
=

1

1 +
(

ri

σ

)2 wgaussi
=

1

σ
√

2π
e
−

(ri−μ)2

2σ2

Fig. 1. Huber, Talwar, Cauchy, and Gaussian weighting functions.

In the present work, we assume that the rigid registration stage of the ASM,
as described in Section 2, results in a shape near healthy regions of the trachea
and far from narrowed ones. Therefore, according to the definitions above, the
ri’s corresponding to landmarks over these narrowed regions will be considered
the outliers in the distribution.

Surface Extrapolation In this approach, the purpose is to use the model to
predict missing parts of the target shape. At each iteration k of the registration,

y(k) ≈ (x + Pb̂
(k)

)|L, where L, of size m, denotes the set of landmarks of the
model actually used. It is possible that m � n, where n is the total number of
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landmarks of the model. The parameter set b̂
(k)

is computed as in Eq. (2), but
using only the components of P and x corresponding to the m target landmarks.

Rajamani et al. used extrapolation to predict the shape of the femur from
manually sampled points during hip surgery [12]. In their method, the m sampled
points are matched to the nearest landmarks of the shape generated by the model
at each iteration. Furthermore, a weighting term added to the error function
restricts the deformation freedom of the ASM as m decreases, forcing the model
to produce shapes similar to the average shape. In [13], extrapolation was used
to plan reconstructions of mandibular dysplasia. The ASM is registered to parts
of the mandible that are considered as being regularly shaped.

Again, we assume that the shape generated by the rigid registration converges
to a location near healthy regions of the trachea and far from those with stenosis.
Thus, the set L will represent landmarks associated to healthy regions, to which
the ASM is expected to yield the best possible match.

Fixed Landmarks Here we formulate a new registration technique, which we
refer to as FixedLandmarks.

After the rigid registration, the landmarks of the shape generated by the
model at the current iteration are displaced along their normals. If a high gradi-
ent is not found within a threshold distance d > 0, the corresponding landmarks
remain fixed, while other landmarks are allowed to move as usual.

Let then x(k) = x + Pb(k) be the shape generated with the model at any
iteration k of the non-rigid registration. Let y(k+1) be the candidate shape gen-
erated by displacing the landmarks of x(k) and let dy(k+1) = y(k+1) − x(k). As
described in the previous paragraph, if ‖y(k+1)

vj − x
(k)
vj ‖ > d, then y

(k+1)
vj = x

(k)
vj

and dy
(k+1)
vj = 0, where j = 1 . . . n. In other words, some landmarks of the can-

didate shape y(k+1) remain fixed w.r.t. x(k). Grouping the dy
(k+1)
vj = 0 and the

corresponding columns of PT results in two subsets of landmarks, L′ and L′′, of
sizes n′ and n′′, respectively, such that dy(k+1)|L′′ = 0. Let us then write

b̂
(k+1)

= PT (x(k) + dy(k+1) − x) , (6)

from Eq. (3), and split it into

b̂
(k+1)

=
[
PT (x(k) + dy(k+1) − x)

]∣∣∣
L′

+
[
PT (x(k) + dy(k+1) − x)

]∣∣∣
L′′

, (7)

which does not affect the result. Since dy(k+1)|L′′ = 0, we finally obtain

b̂
(k+1)

=
[
PT (y(k+1) − x)

]∣∣∣
L′

+
[
PT (x(k) − x)

]∣∣∣
L′′

, (8)

showing that b̂
(k+1)

is determined by both the displaced landmarks y(k+1)|L′ and
the landmarks x(k)|L′′ , which remained fixed1. Consequently, when computing

x̂
(k+1) = x + Pb̂

(k+1)
, (9)

1 Note that L′ and L′′ can be different at each iteration.
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x̂
(k+1) will be the best fit, in a least squares minimisation sense, to y(k+1)|L′

and x(k)|L′′ . Provided that there are enough healthy areas around regions with
stenosis, the fixed landmarks force the shape generated by the model to remain
far from those regions, while enabling correct matches at the healthy areas. As
the shape deforms iteratively, it progressively assumes the form of the desired
healthy trachea, guided by the regions where correct matches occur.

4 Experiments

We carried out experiments on simulation as well as on clinical data in order to
compare the different registration techniques discussed in Section 3. With the
simulation data, ground truths were formally established and the experiments
provided a reliable quantitative comparison between the registration techniques.
The experiments with clinical data, in turn, provided a qualitative comparison
between them.

To build the ASM, we used N = 9 healthy tracheas at total lung capacity,
each with n = 1024 landmarks. The low-dose, chest CT scans of their respective
patients were obtained from pulmonary medication studies carried out at the
University Hospital of Antwerp, Belgium, and patient data were anonymised
before the images were used. The tracheas were segmented from the images using
a region growing algorithm dedicated to the segmentation of the airways [14] and
then converted to a 3-dimensional shape with the marching cubes algorithm [15].
The 3-d shapes were later supplied to the correspondence optimisation algorithm,
as in Section 2, which eventually produced the shapes used in the model.

4.1 Quantitative Comparison

In order to quantitatively compare the registration methods, we ran a large set
of leave-one-out tests using simulation data. First, for each of the N healthy
tracheas, 72 phantoms of stenosis – 24 anteriorly located (A), 24 posteriorly
(P), and 24 roughly symmetrically narrowed (S) – were created. The stenotic
areas were generated by applying a local erosion mask to the binary images of
the segmented healthy tracheas until the stenosis achieved the desired shape [4].
The phantoms followed the categories of Fig. 2, based on [16], and were validated
by an expert in the pulmonology field. For example, phantom I-1P represents a
posterior stenosis of less than 25% along the upper third of the trachea.

For each run of the T = N leave-one-out tests, the model was built with
N−1 tracheas and was then registered to the phantoms created from the trachea
not present in the training set. In all tests, the average shape of the ASM was
initially roughly placed near the target trachea in the image. Moreover, the non-
rigid registration methods were only triggered after the convergence of the rigid
registration. Since the initial conditions were always the same, our evaluation is
guaranteed to be fair.

The quality of the assessment of stenosis using the ASM strongly depends
on the estimation of the healthy trachea of the patient. Therefore, the objective
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of this set of experiments is to register the model to the phantoms using all
the registration methods and to measure the distance between the estimated
tracheas and their originally healthy counterparts. For this purpose, we employed
the algorithm proposed in [17] to compute errors between surfaces using the
Hausdorff distance.

The iteration limit for the registration was set to 200. The minimum squared
error between shapes generated at subsequent iterations, i.e., ξ

(k)
r = (x(k) −

x(k−1))T (x(k) −x(k−1)), was set to 10−7mm2. In the FixedLandmarks, the land-
marks were displaced within a distance d = 1mm along their normals. For the
Surface Extrapolation, the m landmarks of the candidate shape that guided the
deformations were those that remained near the target surface (d ≤ 1mm) after
each iteration of the registration. In addition, we dropped the weighting term
defined in [12], since shapes similar to the average shape of the model are very
unlikely to produce a good estimation of a specific healthy trachea. In this way,
the Surface Extrapolation becomes equivalent to using WLS with a step func-
tion yielding binary weights. Besides the robust approaches of Section 3, we
also included in the comparison the StandardLS, i.e., not distinguishing between
healthy and stenotic areas on the target surfaces. In total, we ran 4536 tests.

4.2 Qualitative Comparison

In addition to the simulation experiments, we made a retrospective study with
chest CT scans from 3 patients. The use of the CT scans was approved by
the ethics committee of the Ghent University Hospital (doc. ECUZG2009/140),
Belgium, and patient data were anonymised before the images were used in the
experiments. The 3 patients had stenosis with the following characteristics:

– Patient 1 had severe posterior stenosis along the lower half of trachea,
– Patient 2 had severe lateral stenosis along the two lower thirds of the trachea,
– Patient 3 had severe symmetrical stenosis along the lower half of the trachea.

No preprocessing was applied to any of the 3-d CT images. In addition, they
were very anisotropic in the axial direction, with pixel resolution, in mm, (0.62,
0.62, 3.00), (0.98, 0.98, 5.00), and (0.44, 0.44, 3.00) respectively.

Since the registration is an iterative, edge based search, neighbouring organs
and structures as well as noise may mislead the search. Therefore, the registration

CATEGORY LOCATION AND LENGTH

I Upper third of the trachea
II Middle third of the trachea
III Lower third of the trachea
I-II Upper third extending to middle third

II-III Middle third extending to lower third
I-III Upper third extending to lower third

CATEGORY DEGREE

1 <25%
2 26–50%
3 51–75%
4 >75%

Fig. 2. Categories of stenosis based on location and length (L) and degree (R).
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is dependent on the initial search location. At this point, the initialisation of
the registration is done manually, by conveniently placing the average shape of
the model inside the image, namely, near the target trachea. For each patient,
the initial position of the model was manually set for one registration method,
recorded, and then replicated for all other methods. The results were reviewed by
an expert in the pulmonology field in order to qualitatively compare all methods
with respect to the estimated healthy trachea.

The ASM built for these experiments contained all the N = 9 healthy tra-
cheas. As before, the maximum number of iterations was set to 200, the minimum
ξ
(k)
r was set to 10−7mm2, and d = 1mm. WLS and StandardLS were used in the

same way as in the experiments with simulation data.

4.3 Results and Discussion

For the quantitative comparison between the registration methods using the sim-
ulation data, we subdivided the phantoms of each healthy trachea into G = 10
groups, according to the categories defined in Fig. 2, each with a different size
Sg. The reasoning behind this subdivision is to show how the methods behaved
relative to variations in location, length, and degree of stenosis across the whole
set of T leave-one-out tests. Let us then define, for a test instance t, δmaxgtp

and δmeangtp
as the maximum and mean distances, respectively, between the

estimated trachea for phantom p, of group g, and its original, healthy equiva-
lent. As stated in Section 4.1, these distances are obtained using the algorithm
proposed in [17]. Afterwards,

δmaxgt
=

1
Sg

Sg∑
p=1

δmaxgtp
and δmeangt

=
1
Sg

Sg∑
p=1

δmeangtp
(10)

can be calculated as the average, per-group maximum and mean distances, re-
spectively, for one test instance.

For the final comparison, we computed each group’s average maximum error,
μmaxg

, and average mean error, μmeang
, for each method, across the whole set

of T leave-one-out tests. That is,

μmaxg
=

1
T

T∑
t=1

δmaxgt
and μmeang

=
1
T

T∑
t=1

δmeangt
. (11)

The results and their respective standard deviation bars are shown in Fig. 3.
As expected, the StandardLS did not perform well. The influence of the

stenotic regions on the registration indeed made the resulting shape much nar-
rower or deformed than desired. The use of WLS brought some improvements,
but not enough to completely remove the influence of stenotic regions. The prob-
lem with the weighting approaches is the difficulty in finding the proper weight
assigning function to act only on the regions with stenosis. If the weighting
scheme is too tight, the shape may not deform enough, remaining similar to

-132- Second International Workshop on Pulmonary Image Analysis 



+ StandardLS × Gaussian ∗ Huber � Cauchy � Talwar
◦ Extrapolation • FixedLandmarks

 5

 7

 9

 11

 13

All
(72)

I
(12)

II
(12)

III
(12)

I-II
(12)

II-III
(12)

I-III
(12)

1
(18)

2
(18)

3
(18)

4
(18)

µ m
ax

g (m
m

)

Test Groups

Average of Maximum Distances

(a)

 0

 0.5

 1

 1.5

 2

 2.5

All
(72)

I
(12)

II
(12)

III
(12)

I-II
(12)

II-III
(12)

I-III
(12)

1
(18)

2
(18)

3
(18)

4
(18)

µ m
ea

n g
 (m

m
)

Test Groups

Average of Mean Distances

(b)

Fig. 3. Per-group μmaxg
(a), μmeang

(b), and respective standard deviation bars
for each method across the whole set of leave-one-out tests. Along the horizontal
axis, the number of phantoms in the test group, Sg, is shown in parentheses.

the mean shape. If it is too loose, the shape may be strongly attracted by the
areas with stenosis. Regarding the Surface Extrapolation, using only the points
near the target surface to guide the deformations eventually resulted in few,
very localised points, especially in the most severe cases. Without a stronger
clue to indicate the shape to be obtained in a global level, the method could
not converge to the desired result, which explains its poor performance. We can
therefore conclude that the FixedLandmarks was the best registration method. It
is especially worth noting how other methods performed worse as the length and
degree of stenosis increased, while the FixedLandmarks was hardly affected. Its
μmeang

’s remained near 0.5mm in all but one test group, I-III, which represented
the longest and most severe types of stenosis in the simulation data.

Fig. 4 presents an example of the estimation of the healthy trachea for phan-
tom II-4A generated from one of the healthy tracheas used in our experiments,
using the StandardLS, GaussWLS, HuberWLS, Surface Extrapolation, and Fixed-

Landmarks methods. The dashed, outermost silhouette in each case represents
the original healthy trachea and the FixedLandmarks yielded the best fit to it.

As mentioned before, the results from the experiments with clinical data
were reviewed by an expert in the pulmonology field. It can be seen in Fig. 5
that the FixedLandmarks produced very plausible healthy tracheas. They have
an acceptable caliber and generally follow the curvature of the patient’s trachea.
Fig. 6 shows the results of other methods applied to the CT scan of patient 1. It
can be seen how the severely narrowed trachea influenced the registration and
either made the estimated tracheas too narrow and deformed or led them astray.

It is important to mention that the quality of the results obtained with the
FixedLandmarks depends on the choice of the sets L′ and L′′, which corresponds
to landmarks that are allowed to move and those that remain fixed, respectively.
These sets, in turn, depend on the choice of d. Intuitively, as d increases, the
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Fig. 4. Shape estimation for phantom II-4A of one healthy trachea from the
simulation experiments, using, from left to right, the StandardLS, GaussWLS,
HuberWLS, Surface Extrapolation, and FixedLandmarks methods. The dashed,
outermost silhouettes represent the healthy trachea used to build the phantom.

FixedLandmarks tends to perform like the StandardLS, since L′′ will tend to
be empty and no landmarks will remain fixed. The registration will thus not
be guarded against the attraction of stenotic regions. If d is too short, L′ will
tend to be empty and, as opposed to the previous case, all landmarks will remain
fixed. One option to solve this problem is to let this parameter be set by the user.
Different values of d should then be tried until acceptable results are yielded.
Another possibility is to devise an adaptive algorithm to change d as needed
during the registration. Nevertheless, the value d = 1mm proved to be a good
empirical choice in our comprehensive set of experiments.

The FixedLandmarks tended to fail when the rigid registration stage con-
verged to a location where estimated healthy areas were either still far from
the target trachea or too close to areas with stenosis. In the former case, the
model shape was not attracted by the edges of the target. In the latter case,

Fig. 5. Results of the estimation of the healthy trachea with the FixedLandmarks

for patients 1, 2, and 3, from left to right. The estimated trachea, in green, is
shown in the CT scan of the patient, overlaid on their segmented stenotic trachea.
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Fig. 6. GaussWLS (L), Surface Extrapolation (M), and StandardLS (R) regis-
tration methods applied to the CT scan of Patient 1. The estimated trachea, in
green, is placed in the image, overlaid on the segmented stenotic trachea. With
Surface Extrapolation, the estimated surface failed to match the lower part of
the trachea. With other methods, the surface was too narrow or deformed.

the stenosis had stronger influence on the deformations, making the estimated
shape somewhat narrower than desired. As stated above, the parameter d can
be adjusted to try to reduce this problem, but further investigation of the rigid
registration stage is still necessary.

Finally, we observed that problems with all approaches occurred mainly at
areas where the shape of the trachea has more variation, namely the upper
and lower thirds. This problem may be solved by an increase in the size and
variability of the training set of the ASM and further experiments are ongoing2.

5 Conclusion

We investigated the behaviour of registration methods used with Active Shape
Models to estimate the healthy trachea of patients with tracheal stenosis. The
estimated tracheas can be used, for instance, in surgery planning and prediction
of stent dimensions. A new method, named FixedLandmarks, was formulated in
order to avoid the influence of stenotic regions during the registration of the ASM
to image data. The method works by keeping landmarks of the model associated
to regions with stenosis fixed w.r.t. the previous iteration of the registration,
which forces the shape generated by the model to stay far from these regions
while enabling correct matches along healthy areas of the trachea. Experiments
were carried out on simulation as well as on clinical data and the FixedLandmarks

proved to be the best method when compared to other ones.
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Abstract. Lung disease is the number three cause of death in Amer-
ica. Measuring local volume deformation from lung image registration
may provide a non-invasive approach for detecting and classifying dis-
eases and provide a means for measuring how these diseases respond to
intervention. 3D lung CT images contain easily identifiable landmarks
such as airway-tree and vascular-tree branch points that can be used for
registration and validation. Intensity-based registration methods comple-
ment landmark registration methods by providing dense correspondence
information since landmarks only provide sparse correspondence infor-
mation. Intensity-based registration performs best in regions of strong
contrast such as between the lung parenchyma and the chest wall, and
between the parenchyma and the blood vessels and larger airways. This
paper describes a Landmark, Inverse consistent, Tissue volume preserv-
ing, B-Spline (LITS) registration algorithm which can be used to mea-
sure local lung volume deformation. This method extends the original
tissue volume preserving method by adding landmark information and
inverse consistency constraint. LITS registration was applied on three
subjects to match lung datasets acquired at functional residual capacity
and total lung capacity. The registration errors are small compared to the
large overall deformations. Sensitivity analysis was performed by chang-
ing node spacing of the parameterization and shows that finer B-Spline
lattice setting can reveal more details of the feature deformation.

1 Introduction

The role of the respiratory system is to provide gas exchange. Lung tissue ven-
tilation depends on the complex interrelationships between the lungs, rib cage,
diaphragm, and abdomen. Many lung diseases, such as lung cancer and chronic
obstructive pulmonary disease, alter the material properties of the lung tissue,

* Joseph M. Reinhardt is a shareholder in VIDA Diagnostics, Inc.

Second International Workshop on Pulmonary Image Analysis -137- 



thus altering local and global region ventilation. Therefore, it is important to
measure regional lung volume change for disease detection and tracking, and to
help provide a better understanding of the normal and abnormal lung.

Imaging allows non-invasive study of lung behavior and image registration
can be used to examine the lung deformation. Local lung expansion can be esti-
mated using registration to match images acquired at different levels of inflation.
Tissue expansion (and thus, specific volume change) can be estimated by cal-
culating the Jacobian of the transformation [1]. It is important to ensure the
accuracy of registration result since the Jacobian is computed from the trans-
formation.

Guerrero et al. used two CT images acquired at different lung inflation lev-
els and optical flow image registration to estimate regional ventilation to iden-
tify functioning vs. non-functioning lung tissue for radiotherapy treatment plan-
ning [2, 3]. Christensen et al. used consistent image registration to match images
across cine-CT sequences to estimate local tissue expansion and contraction over
the breathing cycle [4]. These methods assume that corresponding points in both
images have the same grayscale intensities. However, this is not true for the lung
because the tissue density changes as the lung inflates and deflates. CT inten-
sity is a measure of tissue density and therefore changes as the tissue density
changes. Efforts have been made to take this intensity change into consideration.
Sarrut et al. [5] added a preprocessing step to artificially correct the intensity
range. Gorbunova et al. [6] modified the sum of squared difference measure by
adding total lung weight and regional volume change information to preserve
lung weight globally and locally. Yin et al. [7] used a new similarity cost by
preserving lung tissue volume. All these methods have demonstrated improved
registration accuracy.

Most registration methods mentioned above use volumetric based similarity
functions to compute a cost for mismatched subvolumes but give no cost to
mismatched landmarks, contours, or surfaces. Mismatched landmarks, contours,
and surfaces have zero measure under the volume integral and thus are difficult to
match using a volumetric similarity function. Landmark based image registration
has the advantage of matching landmarks either exactly or inexactly based on
the confidence of the landmark location. A major limitation of landmark-based
approaches is that they interpolate the transformation between the landmarks
and ignore intensity information.

Combining landmark and intensity information together helps reduce the
limitations of each method. This paper describes a Landmark, Inverse consistent,
Tissue volume preserving, B-Spline (LITS) registration algorithm for matching
lung CT images with large pressure changes. The sensitivity of this registration
method to feature size is analyzed by changing the spatial resolution of the
transformation parameterization.
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2 Methods

2.1 Data Acquisition

Pairs of volumetric CT data sets from three normal human subjects scanned
at supine orientation were used in the study. For subject 1, data was acquired
at functional residual capacity (FRC) with 26.3% of the vital capacity (VC)
and total lung capacity (TLC) with 95.7% of the VC. For subject 2, data was
acquired at FRC with 21.8% of the VC and TLC with 95.6% of the VC. For
subject 3, data was acquired at FRC with 11.0% of the VC and TLC with 68.9%
of the VC. Volumetric data sets were acquired at a section spacing of 0.5 mm
and a reconstruction matrix of 512 × 512. In-plane pixel spatial resolution is 0.6
mm × 0.6 mm. The data were resized to spatial resolution 1 mm × 1 mm × 1
mm to use less memory and reduce the time for registration.

The parenchyma regions in the FRC and TLC data sets were segmented
using Hu et al [8]. An automatic lobe segmentation algorithm [9] was used to
segment the parenchyma regions into five different lobes. Three fissures were
identified where the lobe segmentations touched each other. The landmarks in
FRC image were selected as the bifurcations of the vessel tree. A semi-automatic
system [10] was used to guide the observer to find the corresponding landmarks
in the TLC image. An expert selected 160, 150, and 105 landmark pairs for the
three subjects, respectively. Fig. 1 shows the corresponding landmarks (green
points) selected at vessel-tree branch points on FRC and TLC scans of one
subject.

(a) (b)

Fig. 1. Landmarks selected at vessel-tree branch points on (a) FRC, and (b) TLC
scans of one subject.
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2.2 Inverse Consistent Image Registration

Let I1 and I2 denote two 3D images on the domain Ω = [0, 1]3 and let x =
(x1, x2, x3)T ∈ Ω define a voxel coordinate in the domain Ω. The goal of a reg-
istration procedure is to find an optimal transformation (correspondence map)
h that matches the corresponding coordinates of the two images. The trans-
formation h is defined as a (3 × 1) vector-valued function defined on Ω. The
vector-valued function u = h(x) − x is called the displacement field since it
represents the transformation in terms of a displacement from a location x.

The forward transformation h12 deforms I1 to I2 and the reverse transforma-
tion h21 deform I2 to I1. For intra-subject registration, a meaningful transfor-
mation should be one-to-one mapping, i.e., each point in image I1 is mapped to
only one point in image I2 and vice versa. However, many unidirectional image
registration techniques have the problem that their similarity cost function does
not uniquely determine the correspondence between two images. The reason is
that the local minima of similarity cost functions cause the estimated forward
mapping h12 to be different from the inverse of the estimated reverse mapping
h−1

21 . To overcome correspondence ambiguities, the transformations h12 and h21

are jointly estimated in the LITS registration algorithm. Ideally, h12 and h21

should be inverses of one another, i.e., h12 = h−1
21 .

Depending on the application, different criteria for image matching are de-
signed to find the best correspondence mapping between two images. When
registering intra-subject CT images of the lung, many landmarks such as branch
points of the airway and vascular trees can be easily identified and utilized
for image registration and validation. The LITS registration algorithm is driven
both by intensity and by minimizing the Euclidean distance between correspond-
ing landmarks. The landmark error for a landmark on one image measures the
distance from its estimated position to real position on the second image. A
symmetric landmark similarity cost is defined to minimize the landmark errors,

CLMK =
∑

k

||pk − h12(qk)||2 + ||qk − h21(pk)||2, (1)

where pk and qk are the location of landmark k on image I1 and I2, respectively.
The intensity matching criterion is used to register similar grayscale patterns

in two images. To take the variation of intensity during respiration into account,
the sum of squared tissue volume difference (SSTVD) [7] is used as the intensity
similarity criterion to preserve tissue volume. This similarity criterion aims to
minimize the local difference of tissue volume inside the lungs scanned at dif-
ferent pressure levels. Assume the Hounsfield units (HU) of CT lung images are
primarily contributed by tissue and air. Then the tissue volume in a voxel at
position x can be estimated as V (x) = v(x) HU(x)−HUair

HUtissue−HUair
where v(x) is the

volume of voxel x. It is assumed that HUair = −1000 and HUtissue = 55. At
location x, let I1(x) and I2(x) be the intensity values (HU), v1(x) and v2(x) be
the voxel volumes, and V1(x) and V2(x) be the tissue volumes in the voxel of
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images I1 and I2, respectively. The intensity similarity cost is defined as

CSSTVD =
∫
Ω

{
[V2(x) − V1(h12(x))]2 + [V1(x) − V2(h21(x))]2

}
dx

=
∫
Ω

{[
v2(x)

I2(x) + 1000
1055

− v1(h12(x))
I1(h12(x)) + 1000

1055

]2

+
[
v1(x)

I1(x) + 1000
1055

− v2(h21(x))
I2(h21(x)) + 1000

1055

]2
}

dx. (2)

The Jacobian of a transformation estimates the pointwise volume change pro-
duced by mapping an image through the transformation. Thus, the tissue vol-
ume in image I1 and I2 are related by v1(h12(x)) = v2(x) · J(h12(x)) and
v2(h21(x)) = v1(x) · J(h21(x)) where J(h12(x)) and J(h12(x)) are the Jaco-
bian values of the forward and reverse transformations at position x, respectively.
In this way, the intensity similarity cost can be rewritten as

CSSTVD =
∫
Ω

{[
v2(x)

I2(x) + 1000
1055

− v2(x)J(h12(x))
I1(h12(x)) + 1000

1055

]2

+
[
v1(x)

I1(x) + 1000
1055

− v1(x)J(h21(x))
I2(h21(x)) + 1000

1055

]2
}

dx.(3)

Minimizing the symmetric cost functions given in Equations 1 and 3 does
not guarantee that h12 and h21 are inverses of each other. In order to couple
the estimation of h12 and h21, an inverse consistency constraint [11] is imposed
which is minimized when h12 = h−1

21 :

CICC =
∫
Ω

||h12(x) − h−1
21 (x)||2dx +

∫
Ω

||h21(x) − h−1
12 (x)||2dx. (4)

The transformation is said to be inverse-consistent when h12 = h−1
21 .

2.3 Transformation Parameterization and Estimation

The B-Splines based parameterization was used to represent the forward and
reverse transformations to make it easy to combine landmark with an intensity
based registration approach as shown by Kybic and Unser [12, 13]. Let φi =
[φx(xi), φy(xi), φz(xi)]T be the i-th control point values on lattice G along each
direction. The transformation is defined as

h(x) = x +
∑
i∈G

φiβ
(3)(x − xi), (5)

where xi = (xi, yi, zi)T is the coordinate vector of a lattice point, β(3)(x) =
β(3)(x)β(3)(y)β(3)(z) is a separable convolution kernel, and β(3)(x) is the uniform
cubic B-Spline basis function.
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The total cost Ctotal = αCLMK + ρCSSTV D + χCICC is optimized using
a limited-memory, quasi-Newton minimization method with bounds (L-BFGS-
B) [14] algorithm, which is well suited for optimization with high dimensionality
of parameter space. At each iteration, it was assumed that the functions h−1

12 (x)
and h−1

21 (x) were constant to reduce computation complexity. α, ρ and χ are
weights to adjust the significance of the three cost terms. For the study reported
in this paper, the weights α = 4, ρ = 1 and χ = 10−5 were selected by trial
and error to give the best trade-off between intensity similarity and landmark
similarity.

2.4 Assessment of Image Registration Accuracy

Point, surface, and volume measures were used to assess the accuracy of the
image registration results. For each pair of data, 85% – 90% of landmarks were
used for registration, and the remaining (15 landmarks) were used for valida-
tion. The landmark error measures the errors of validation landmarks, which are
distributed in five lobes and were selected randomly.

The Fissure Positioning Error (FPE) is determined by comparing the dis-
tance between the transformed fissure and target fissure. The FPE is defined as
the minimum distance between a point on the deformed fissure and the closest
point on the corresponding target fissure. Mathematically, this can be stated as
FPE(x) = miny∈F2 d(x,h12(y)) for a given point x in F1, where F1 (F2, resp.)
is the set of all points in the fissure in image I1 (I2, resp.) and d(·) defines the
Euclidean distance.

The Relative Overlap (RO) statistic was used to measure how well corre-
sponding regions of the parenchyma agreed with each other. The RO for forward
registration is given by RO(S1 ◦h12, S2) = (S1◦h12)∩S2

(S1◦h12)∪S2
where S1 and S2 are seg-

mentations of parenchyma regions on images I1 and I2, respectively. RO = 1
implies a perfect segmentation matching.

3 Experiments and Results

3.1 Registration Accuracy

The LITS registration method described in Section 2 was used to register the
parenchyma region of the three subjects. Small Deformation Inverse Consistent
Linear Elastic [11] (SICLE) registration, which uses the sum of squared differ-
ence as similarity cost and its transformation represented by Fourier coefficients,
was used to register the three pairs of data for comparison. The mean and stan-
dard deviation of different errors for both forward (FRC to TLC) and reverse
(TLC to FRC) transformations are shown in Fig. 2 (a)-(c). For this study, the
SICLE algorithm used 3×24×24×24 = 41, 472 parameters and LITS estimated
3 × 25 × 25 × 25 = 46, 875 parameters (16 mm grid spacing) to parameterize
each transformation. The average distance of validation landmarks across three
subjects was 25.18 mm before registration (15 validation landmarks for each
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subject). The SICLE algorithm reduced the landmark error to 7.53 mm and
the LITS algorithm reduced it to 1.26 mm. The average fissure positioning er-
ror across three subjects was 8.22 mm before registration, 4.05 mm after using
SICLE registration and 1.65 mm after using LITS registration. Both SICLE and
LITS achieve around 0.96 relative overlap.
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Fig. 2. The registration errors of experiments on three subjects. (a)-(c) show the mean
and standard deviation for landmark error, fissure positioning error, and relative over-
lap using SICLE and LITS, respectively. (d) shows the mean and standard deviation
of landmark error using LITS by varying the grid sizes.

3.2 B-Spline Sensitivity Analysis

The grid size of the B-Spline lattice decides the number of parameters estimated
in the registration process. Three choices of grid size (4 mm, 8 mm and 16 mm)
were tested using LITS to study how the grid size affected the registration results.
The fissure positioning error and relative overlap error were nearly the same for
different grid size. Fig. 2 (d) shows the landmark accuracy using different grid
sizes. Smaller grid sizes have slightly lower errors.

The Jacobian of a transformation can be used to estimate the pointwise
volume expansion and contraction of the transformation. Using a Lagrangian
reference frame, local tissue expansion corresponds to a Jacobian greater than
one and local tissue contraction corresponds to a Jacobian less than one. The
Jacobian map shown in Fig. 3 reflects the fact that vessels have little deformation
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during the respiratory cycle while lung tissues and airways expand/contract a
lot.

(a) (b)

Fig. 3. The Jacobian maps on a sagittal slice. (a) Jacobian on FRC image showing
local volume deformation in inhalation stage; and (b) Jacobian on TLC image showing
local volume deformation in exhalation stage. The B-Spline lattice grid size is 4 mm
for LITS.

The Jacobian difference between vessels and other lung regions can be utilized
to reveal how small a structure can be detected as the grid size of the B-Spline
lattice is changed. Using LITS with different lattice grid size settings and SICLE,
the Jacobian maps on the same sagittal slice of a FRC data are compared in
Fig. 4. Fig. 5 shows the effect of changing grid size to detect vessels of different
sizes and to detect two vessels in real images based on LITS resulting Jacobians
(FRC to TLC). The Jacobian of the transformation produced using SICLE is
also plotted for comparison. Each picture in Fig. 5 plots the 1/Jacobian (left
vertical axis) and HU value (right vertical axis) changes along a line profile. The
horizontal axis lists the point numbers on the line profile.
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(a) (b) (c) (d)

Fig. 4. The Jacobian maps on the same sagittal slice of a FRC data resulting from
LITS with the B-Spline lattice grid size of (a) 4 mm, (b) 8 mm, and (c) 16 mm. (d)
shows the Jacobian map resulting from SICLE.

4 Discussion

Fig. 2 (a)-(c) shows that both SICLE and LITS match the boundaries of two
lung parenchyma well but LITS has much lower landmark error and fissure po-
sitioning error compared to SICLE. There are two reasons for this. First, LITS
has vessel tree landmark information in the registration while SICLE does not.
Secondly, SICLE uses the sum of squared difference as similarity cost which
assumes the grayscales for corresponding voxels in two images are the same.
However, the assumption is not true in the lung CT images due to the tissue
density change as air goes into the lung during inhalation. Taking this into con-
sideration, the SSTVD similarity cost aims to minimize the lung tissue volume
change during the respiratory process. This similarity cost performs better on
vessels and fissures for intra-subject lung CT image registration.

Changing the grid size of the B-Spline lattice in LITS has little effect on the
landmark error, fissure positioning error, and relative overlap measurements.
This is because those measures evaluate the accuracy on mostly vessel branch
points, fissures and boundaries which have strong intensity contrast with their
neighboring region and can be matched through optimizing the intensity and
landmark similarity cost. But finer grid setting can give a more detailed defor-
mation map, as shown in Fig. 4 (a)-(c). Fig. 4 (d) shows that the 3D Fourier
basis parameterization that used the 24 lowest harmonics in the 3 coordinate di-
rections (3× 24× 24× 24 parameters) produced a smoother Jacobian map than
the B-Spline basis. This result may suggest that the local support of the B-Spline
basis is better for detecting small features compared to the infinite support of
the Fourier series basis. Fig. 5 shows that smaller grid sizes are required to detect
narrow vessels and to separate nearby vessels. This analysis can help us chose
the B-Spline lattice spacing setting to detect the deformation of features with
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LITS: Grid Size=4Intensity (HU) LITS: Grid Size=8

LITS: Grid Size=16 SICLE

Fig. 5. The changes of 1/Jacobian (left vertical axis) and HU value (right vertical axis)
on line profiles (a)-(c) across vessels of different sizes, and (d) across two nearby vessels.
The horizontal axis lists the point numbers on the line profiles. Jacobian values are esti-
mated from SICLE resulting transformation, and from LITS resulting transformations
using the B-Spline lattice grid size of 4 mm, 8 mm and 16 mm.

acceptable accuracy and time cost. In comparison, the Jacobian from SICLE is
too smooth to be used to detect the deformation of small local features.

The Jacobian of the transformation can be used to measure local volume
deformation. Fig. 3 shows that vessels have much smaller volume changes com-
paring with parenchyma tissue and airways during breathing cycle. In addition,
since the CT images were acquired with subjects in the supine orientation, an
obvious dorsal to ventral gradient is noticed on Fig. 3 and Fig. 4. This is con-
sistent with the well known physiology that subjects positioned in the supine
posture have more ventilation in the dorsal region than in the ventral region.

5 Conclusion

We described the LITS image registration method that utilizes both intensity
and landmark information to register 3D CT images of lung at different pres-
sures. Forward and reverse transformations between two images were jointly
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estimated to minimize the inverse consistency error. Landmarks were selected
at major vascular tree bifurcations. They were used partly for registration and
partly for validation. A recently proposed intensity similarity metric SSTVD [7]
was used to ensure the parenchyma tissue volume preserves during breathing
cycle. The registration accuracy of LITS evaluated through measurements of
landmark error, fissure positioning error, and relative overlap were better than
that of SICLE which proves that this landmark-and-intensity driven method can
match two lung images with large deformations effectively.

In the future, we plan to combine landmark, contour, surface and intensity
based image registrations to minimize registration artifacts that negatively im-
pact analysis. Contours such as the centerline of airways and vessels can be
registered by matching landmarks defined at equally spaced intervals along the
contour. Our hypothesis is that a method that uses all the correspondence infor-
mation regarding the lung image registration task will produce a better result
than any single type of information [15].
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Abstract. This paper examines the detection step in automatic detection 
and classification of lung nodules from low-dose CT (LDCT) scans. 
Two issues are studied in detail: nodule modeling and simulation, and 
the effect of these models on the detection process. From an ensemble 
of nodules, specified by radiologists, we devise an approach to estimate 
the gray level intensity distribution (Hounsfield Units) and a figure of 
merit of the size of appropriate templates. Hence, a data-driven 
approach is used to design the templates. The paper presents an 
extensive study of the sensitivity and specificity of the nodule detection 
step, in which the quality of the nodule model is the driving factor. 
Finally, validation of the detection approach on labeled clinical dataset 
from the Early Lung Cancer Action Project (ELCAP) screening study is 
conducted. Overall, this paper shows a relationship between the spatial 
support of the nodule templates and the resolution of the LDCT, which 
can be used to automatically select the template size. The paper also 
shows that isotropic templates do not provide adequate detection rate 
(in terms of sensitivity and specificity) of vascularized nodules. The 
nodule models in this paper can be used in various machine learning 
approaches for automatic nodule detection and classification. 
Keywords: Parametric Templates Matching, Lung Nodule Definitions, 
Sensitivity and Specificity of CAD systems. 

1   Introduction 

The goal of computer-based nodule analysis methods is to assist the radiologists in 
early detection of presumable nodules. Assistance means to be able to mimic what a 
physician does in detecting and judging doubtful nodules. In the United States, lung 
cancer accounts for over 30% of all cancer–related deaths, resulting in over 160,000 
deaths per year [1]. That is more than the annual deaths from colon, breast, 
pancreatic, prostate, and ovarian cancers combined.  Lung cancer survival is strongly 
dependent on the pathologic stage at the time of diagnosis [2][3].  The hope is that 
early detection of lung cancer can improve the survival rate of this disease, thus 
research studies to reach an optimal detection rate is important.  Should the use of 
LDCT scans become a standard clinical practice (for example, as a component of 
annual physical exams), an automatic way to analyze the scans will lend great benefit 
for the entire healthcare system; e.g., [4]-[7] and extensive surveys in [8][9].      
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The generalized framework for a CAD system consists of four main steps (see, Figure 
1): 1) Filtering and normalization of the LDCT scans. 2) Segmentation of the lung 
regions (parenchyma) from the surrounding tissue. 3) Detection of lung nodules and 
4) Nodule classification as benign or malignant.   

 

 
 
Fig. 1: A block diagram of the major steps involved in computer-based analysis of LDCT of 
the chest in order to detect and classify doubtful lung nodules. 

 
This paper will focus on the third step; nodule detection.  The ELCAP dataset [10] is 
used for nodule design and testing and the sensitivity and specificity of the template 
matching approach in terms of detection is studied. 
 
Since the early 90’s various approaches for automated pulmonary nodule detection 
have been introduced. These approaches can be categorized as follows [4]-[7]: model 
based and density-based approaches. Template matching is one technique for model-
based approaches which utilize a priori information of the size, intensity and shape of 
the nodules. Density-based approaches uses the fact that the lung parenchyma has 
relatively lower CT attenuation (density) than those of the lung nodules, thus they 
utilize image processing algorithms that rely on multiple thresholding, region growing 
and clustering. Various other approaches from the computer vision literature have 
been employed as well (e.g. [14]), which will not be surveyed due to space 
limitations. 
 
Since the components of the CAD system in Fig. 1 are serial, we will briefly mention 
the techniques we employed in the filtering of scan artifacts, and segmentation of the 
lung tissues. For extensive surveys of various approaches on LDCT CAD research, 
the reader is directed to [8][9]. 
 
This paper is organized as follows: section 2 briefly discusses filtering of the scanning 
artifacts and segmentation of the lung region from the surrounding tissues; section 3 
discusses template modelling and simulation; section 4 discusses template matching; 
section 5 presents experimental results and validation; and section 6 concludes the 
paper.

2   Artifacts Removal and Lung Segmentation in LDCT Scans 

Filtering: During the acquisition of CT scans the generated slices can be affected by 
contrast, resolution, noise, artifacts and/or distortion. In particular, a slice can be 
corrupted by random fluctuations in image intensity which is considered a source of 
noise, thus, a CT slice is required to be filtered prior to further processing such as 
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segmentation. In this work we use the anisotropic diffusion filter (e.g., [11]), which is 
a well proven approach in various image analysis applications.  
 
Image segmentation: as the name implies, connotes dividing or separating the 
information content in an image (or volume of images) into recognizable classes. It is 
a very fundamental and important step in image analysis. Various approaches have 
been used to segment the lungs from the rest of the organs that show the chest CT 
scans; again, the reader is referred to the surveys in [8][9]. The segmentation 
algorithm employed in this paper (similar to Armato et al [5]) exploits the intensity 
characteristics of lung CT scans, which appears as two distinct modes in the gray 
level intensity (Hounsfield Units) histogram.  Multi-level thresholding is used to first 
isolate the thoracic region from the CT slice background; the lung parenchyma is then 
extracted from the segmented thoracic region, Fig. 2.   

   
 
Fig. 2: A Block diagram of the segmentation algorithm. Lung region (parenchyma) and 
fat/muscle region constitute two dominant peaks in the histogram, in order to separate the lung 
region a threshold is chosen to maximize the separation.  
 
Morphological dilation is then applied as a smoothing filter on the contour of the 
segmented lung region in order to avoid losing nodules that may be attached to the 
lung walls.  To decrease the sensitivity of the segmentation result to the structuring 
element diameter, we apply it to the inner and outer lung region contour. After 
segmentation was completed small nodules attached to the pleural surface were found 
to no longer exist since these nodules were segmented as not belonging to the lung 
parenchyma. This operation resulted in 6.5% of the ground truth nodules to be 
excluded from further experimentations. Various improvements to the segmentation 
are possible; the algorithm employed here is 93.5% accurate with respect to retaining 
the nodules.  

3   Nodule Modeling and Simulation 

Proper nodule modeling is crucial for successful detection and classification. 
Modeling involves the shape, spatial support and the appearance (intensity) of the 
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template. The focus of this paper is on data-driven approaches for nodule modeling 
and simulation. 

3.1   Nodule Types  

A pulmonary nodule usually has a spherical shape; however, it can be distorted by 
surrounding anatomical structures such as vessels and the pleural surface. We shall 
use the nodule classification of Kostis et al [12][13], which groups nodules into four 
categories:  

i. well-circumscribed where the nodule is located centrally in the lung 
without being connected to vasculature; 

ii. vascularized where the nodule has significant connection(s) to the 
neighboring vessels while located centrally in the lung; 

iii. pleural tail where the nodule is near the pleural surface, connected by a 
thin structure;  

iv. and juxta-pleural where a significant portion of the nodule is connected 
to the pleural surface.  

3.2   Nodule Simulation  

In a CT scan the nodules can take various shapes and topologies, but the common 
characteristic amongst the nodules is the density distribution that tends to be 
concentrated around a region with an exponential decay (e.g., [7][15][16]). To 
illustrate this behavior, Fig. 3 shows the radial distance for each of the nodule types. 
Figure 4 shows the average distribution of HU densities for each nodule type. It can 
be observed that nodules’ density distribution exhibit a bi-modal distribution (two 
dominant peaks) where the lower density mode represents regions surrounding the 
nodules and the higher density mode represents nodules densities. A linear model can 
be used to fit the joint density.  
 
Using Gaussian kernels in the linear model, we employ the EM algorithm to obtain 
the joint and marginal density estimates. Figure 5 shows the marginal density 
estimates of the four nodule types. The range of intensity (HU) values is within two 
quantities qmin and qmax which will be used to estimate the density of a nodule 
template. From the knowledge of the nodule density (HU) vs. radial distance, and the 
nodules’ marginal probabilities, we can compute the probability density function of 
the nodule’s intensity (HU) with respect to radial distances from nodule centroid. 
These densities have been shown to be concentrated in radial distances around 5 
pixels.  
 
The behavior of the nodule intensity (HU) vs. radial distance provides three clues: 1) 
the intensity (HU) decays exponentially from the centroid; 2) the probability density 
of the intensity (HU) is concentrated within a range qmin and qmax; and 3) the 
probability density of the HU vs. radial density is concentrated below 10 pixels 
(hence, the spatial support of the templates is within 21x21 pixels). The first two clues 
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enable us to devise a formula for estimating the density of a nodule model (template). 
The third clue provides a figure of merit of how big the nodule template should be. 
 

 
 
Fig. 3: The distribution of the radial distance from the centroid of the nodules. The bars are 
one standard deviation off the mean values of each nodule type. Note the exponential behavior 
of the radial distance, and that it diminishes after a distance of 10. 
 
Given the range qmin  and qmax of nodule density distribution (Fig. 5), obtained from 
the ground truth nodules (an ensemble of nodules outlined by the radiologists), the 
intensity or HU, at a distance r from the centroid,  can be estimated by the following 
equations. 

   
 

 
These equations can be used to simulate parametric and non-parametric templates. 
For example, to simulate a circular template, we simply need to specify the radius R, 
and the intensity (HU) of the inside of the template at a distance r from the center can 
be calculated from Eq. 1 and 2. In this case, any of the four nodule intensity 
distributions in Fig. 5 may be used to obtain qmin  and qmax. We should point out that 
this approach is valid for 2D and 3D non-parametric template designs as well. 
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Fig. 4:  Average distribution of HU densities for each nodule type. The middle region 
corresponds to the nodule. The solid arrow is qmin  and the dashed arrow (red) is qmax  
in Eq. 1 and 2. 
 

 
Fig. 5: Probability density of the Radial distance of the nodules: Top left: Well-
Circumscribed nodule; Top right: Vascular nodule; Bottom left: Juxta-Pleural; and 
Bottom right:  Pleural-Tail nodule. Arrows show  qmin  and qmax . This behavior may 
be described by a single Gaussian (to resemble the circular-symmetric Gaussian in 
[7][15][16]). 
 
To test the overall approach of nodule detection, we used a set of 2D scans from the 
ELCAP clinical data set with known ground truth in terms of nodule type and 
location.  Therefore, only 2D templates are used in this paper. The most common 
parametric nodule models in 2D are circular and semi-circular. Fig. 6 shows a few 
examples of such templates.  
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Fig. 6: An ensemble of generated circular and semi-circular templates with radii ranging from 
5 to 20 pixels with orientation from 0o to 360o with step size 90o, in the semi-circular cases.

   
The isotropic templates are defined in terms of the radius (size), R, and the gray level 
distribution as a circular symmetric Gaussian function [7][15][16] while non-isotropic 
templates are defined by radius, gray level distribution and orientation. Automatic 
generation of the gray level distribution of the nodules with known radius and 
histogram of nodule prototypes can be generated, for a given shape, using Eq. 1 and 2 
above. This is particularly simple to perform in the case of parametric templates (e.g., 
Fig. 6, where given a radius R we only need to estimate the intensity of HU from 
these equations. 

4.   Template Matching 

Among the widely used approaches for computerized nodule detection is the template 
matching approach, in which the nodule model (template) is swept across the scan 
(2D slices or the 3D volume) in a raster fashion and a similarity measure is calculated 
between the intensity (or HU) of the template and the region of the CT data 
underneath.  If the result of the matching process between an unknown object in the 
CT data and the template is sufficiently high, the unknown object is labeled as 
resembling the template (i.e., a nodule candidate), however due to image noise, 
spatial, amplitude quantization effects, and a priori uncertainty of the exact shape and 
structure of the object to be detected, an exact match rarely occurs. Hence, a 
subsequent step of authenticating the detected nodule candidates is performed to 
reduce the false positives. Among the widely used similarity measures is the 
normalized cross correlation (NCC), which has a maximum value of unity that occurs 
if and only if the image function under the template exactly matches the template.  
The normalized cross-correlation of a template, t(x,y) with a sub-image f(x,y) is: 

,)),()(),((
1

1=
, tfyx

tyxtfyxf
n

NCC
��

��
� �       (3) 

where n is the number of pixels in template t(x,y) and sub-image f(x,y) which are 
normalized by subtracting their means and dividing by their standard deviations.     
 
The probability density functions (pdf) of nodule and non-nodule pixels are computed 
using the normalized cross correlation coefficients resulted from templates with 
varying parameters (shape, size and orientation if applicable). Based on the Bayesian 
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classification theory, the intersection between the pdf’s of the two classes is chosen as 
the threshold separating the correlation coefficients resulted from nodule and non 
nodule pixels.  
 
A decision fusion approach (Fig. 7) was also conducted in this paper using the 
circular and semi-circular templates in the detection process for radius 10 and 20 
pixels with different orientations (semi-circular case) in a serial fashion and the final 
decision is Exclusive-OR (XOR) of the binary outputs. Template matching is 
performed as before using the same NCC threshold and the output of the template 
matching from each nodule model is a binary image (NCC values rank from zero to 1; 
after thresholding the zeros are NCC values below the specified threshold and the 
ones are otherwise), representing where the candidate nodules for the corresponding 
parametric template are located. Binarization is performed onto these images to give 
any pixels that are black a value of 0 and any white pixels a value of 1. The images 
are then Exclusively-ORed (XOR) together to receive a final black and white image 
that represents the candidate nodule locations for all of the nodule types. Fig.  8 
summarizes this process. 

 
 
Fig. 7: Block diagram of decision fusion template matching approach. 
 
XOR-ing the images after template matching and binarization provides us with 
locations where one of the template has a nodule detected for that pixel value will be 
taken as a true candidate nodule. We experimented with several other logic operators 
and studied the sensitivity and specificity results for each case before deciding on the 
XOR operator.  

5   Experimental Results 

This study is based on the ELCAP public database [10], which contains 50 sets of 
low-dose CT lung scans taken at a single breath-hold with slice thickness 1.25 mm. 
The locations of the 397 nodules are provided by the radiologists, where 39.12% are 
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juxta-pleural nodules, 13.95% are vascularized nodules, 31.29% are well-
circumscribed nodules and 15.65% are pleural-tail nodules. The official reports 
indicate the mean nodule diameter to be 8.5 mm with standard deviation 3.6. The 
ELCAP database is of resolution 0.5x0.5mm [10]. 
 
The ELCAP expert identified a point on the nodule not the entire spatial support; this 
point may not necessarily coincide with the center or the centroid of the nodule. 
Indeed, the NCC measure decays as we move away from the spatial support of the 
nodules. The sensitivity and specificity of template matching was studied for 
templates of radii ranging from 0.5mm (1 pixel) to 10mm (20 pixels). The 
orientations of the templates in the semi-circular case are from 0 to 360 with step size 
of 45 degrees.  For each detected nodule, let the coordinates of its centroid be c = 
(x,y) , the nodule is considered correctly detected and counted as true positive (TP) 
when the distance between the detected point and the closest ground truth point is 
smaller than the template radius. All other detected points are considered false 
positives (FP). True negative (TN) is the number of points which are not detected as 
candidate nodules and when compared to the ground truth they are not nodules. False 
negative (FN) is when no point is detected in the neighborhood of the ground truth 
nodule. The sensitivity and specificity are defined in terms of the false positive (FP) 
and the true positive (TP) nodules.  
 

Sensitivity SN = TP/(TP+FN), specificity SP = TN/(FP+TN) (4)  
 
These values are defined with respect to the NCC matching criterion.  Fig. 8 shows 
the NCC distribution for parametric templates of radius 10 pixels (i.e., template size 
21x21). As expected, higher values of NCC leads to reduced detection rates, while 
smaller values increases the detection rates, and consequently the number of FPs. A 
threshold of NCC value was set at 0.5 which have been shown, empirically, to be a 
good compromise between TP and FPs. This will be considered a hard classifier. The 
receiver operating characteristic (ROC) curve is used to plot the fraction of true 
positives (TPR = true positive rate) vs. the fraction of false positives (FPR = false 
positive rate), where TPR = TP = (TP+FN) and FPR = FP = (FP+TN). We 
experimented with different template sizes ranging from 1 to 20 pixels (0.5mm-5mm). 
The ROC curves showed us that variations in the template shape and/or orientation 
have minimal affect on well-circumscribed nodule detection. The semi-circular 
template with orientation 180 degrees best simulates juxta-pleural as well as pleural-
tail, while the circular template least represents these nodule types. 
 
Experiments revealed that larger template radii yield higher sensitivity; while the 
performance tends to decrease for smaller template sizes, yet, the specificity in the 
larger template radii overall decrease. The rate of performance decay depends on 
template shape and nodule type, the pleural-tail nodules are the most sensitive nodule 
type to the template size, while the well-Circumscribed nodule showed the least 
sensitivity to template size. At radius of 10, we found the overall sensitivity using the 
decision fusion approach to be higher than the results obtained without using the 
decision fusion approach.  In the individual nodule cases the templates that yielded 
relatively smaller marginal differences from the decision fusion approach in terms of 
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sensitivity rates was the semi-circular template with orientation 315o representing the 
Well-Circumscribed nodule type and the circular template representing the Juxta-
Pleural nodule type. The overall specificity was similar in the circular template cases.  
Semi-circular templates with orientations 0o to 135o (without decision fusion) 
provided higher specificity but this also means there are more false positives.  
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8: Distribution of the Normalized Cross-Correlation (NCC) for parametric nodules 
(circular and semi-circular) with radius 10 pixels. Higher NCC values results in less FPs while 
smaller values provide more FPs. At a threshold of 0.5 the range of NCC is {0.007, 0.012}. 
 
Tables below show the results for the sensitivity and specificity for radii 10 and 20 
pixels. The sensitivity and specificity were analyzed for both the hard classifier and 
the decision fusion classifier. ROC curves are not included due to space limitations. 
  
 
Nodule Type 

Template Radius = 10 
Hard Classifier  

Template Radius = 10 
Decision Fusion Classifier 

Sensitivity Specificity Sensitivity Specificity 
Well-Circumscribed 49.44 % 81.15 % 58.43% 75.55% 
Vascularized 70.73 % 78.54 % 73.17% 72.36% 
Juxta-Pleural 83.48 % 66.73 % 93.04% 71.80% 

Pleural-Tail 91.30 % 77.80 % 97.83% 72.81% 
 

 
Nodule Type 

Semicircular Template 
 Radius 10; Orientation = 0o 
Hard Classifier 

Semicircular Template Radius 
10; Orientation = 90o 
Hard Classifier 

Sensitivity Specificity Sensitivity Specificity 
Well-Circumscribed 37.08% 93.44% 31.46 % 93.70% 
Vascularized 48.78 % 94.00 % 29.27 % 93.23% 
Juxta-Pleural 75.65 % 88.41 % 73.04 % 86.70 % 

Pleural-Tail 60.87% 92.50% 67.39% 92.50% 
 

 
Nodule Type 

Semicircular Template 
 Radius 10; Orientation = 180o 
Hard Classifier 

Semicircular Template Radius 
10; Orientation =270o 
Hard Classifier 

Sensitivity Specificity Sensitivity Specificity 
Well-Circumscribed 31.46 % 92.88 % 30.34% 93.64% 
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Vascularized 48.78 % 93.94 % 46.34% 93.36% 
Juxta-Pleural 77.39% 86.30 % 75.65% 86.27% 

Pleural-Tail 78.26 % 92.74 % 63.04% 92.80% 
 

 
Nodule Type 

Template Radius = 20 
Hard Classifier  

Template Radius = 20 
Decision Fusion Classifier 

Sensitivity Specificity Sensitivity Specificity 
Well-Circumscribed 76.40 % 61.17% 87.80% 36.58% 
Vascularized 87.81% 53.71% 87.80% 36.58% 
Juxta-Pleural 89.57 % 54.99% 92.17% 33.16% 

Pleural-Tail 95.65 % 50.63% 97.83% 35.18% 
 

 
Nodule Type 

Semicircular Template 
 Radius 20; Orientation = 0o 
Hard Classifier 

Semicircular Template Radius 
20; Orientation = 90o 
Hard Classifier 

Sensitivity Specificity Sensitivity Specificity 
Well-Circumscribed 53.93 % 76.99% 57.30% 72.51% 
Vascularized  75.61% 73.75%  73.17% 71.58% 
Juxta-Pleural 82.61% 64.72% 80.87% 65.93% 

Pleural-Tail  75.61% 73.75% 86.96% 66.32% 
 

 
Nodule Type 

Semicircular Template 
 Radius 20; Orientation =180o 
Hard Classifier 

Semicircular Template Radius 
20; Orientation =270o 
Hard Classifier 

Sensitivity Specificity Sensitivity Specificity 
Well-Circumscribed 59.55% 71.28% 53.93% 74.35% 
Vascularized 70.73% 71.85% 73.17% 73.40 % 
Juxta-Pleural 75.65% 64.24% 83.48% 66.30% 

Pleural-Tail 86.96% 68.65% 91.30% 69.19% 

 

6   Conclusion 

In this paper, a data-driven approach was devised to model and simulate typical lung 
nodules. We studied the effect of template shape on detection of different nodules 
types. Variations in the template shape and/or orientation has minimal affect on well-
circumscribed nodule detection. The hard classifier (based on thresholding the NCC) 
showed that the semi-circular template best simulates juxta-pleural and pleural-tail 
nodules, while the circular template least represents these nodule types. Similar 
conclusion also was achieved with the vascular nodules. Experiments revealed that 
larger template radii yield higher sensitivity, while the performance tends to decrease 
for smaller template sizes, yet, the specificity decreased with larger template. The 
overall performance depends on template shape and nodule type.  The pleural-tail 
nodules are most sensitive to the template size, while the well-circumscribed nodule 
was the least sensitive. Overall, the decision fusion classifier provided best 
performance for templates of radius 10 pixels (i.e., nodule sizes of 1.5 mm), in terms 
of sensitivity and specificity.   Current efforts will extend the nodule models into 3D 
using large clinical data set.  Significant efforts are also directed towards designing 
non-parametric templates in 2D and 3D with attributes of the real data.  

Second International Workshop on Pulmonary Image Analysis -159- 



Acknowledgements: This research has been supported by the Kentucky Lung 
Cancer Program and The University of Louisville. 

References 

1. Kloecker, G., et al.: Lung Cancer in the US and in Kentucky. KMA 105 pp.159--
164(2007) 

2. Mountain, C. F.: Revisions in the international system for staging lung cancer. Chest 111 
pp.1710--1717 (1997)  

3. Gajra, A., et al.: Impact of tumor size on survival in stage IA non-small cell lung cancer: a 
case for subdividing stage IA disease. Lung Cancer 42 pp.51--57 (2003) 

4. Zaho, B., Gamsu, G., Ginsberg M. S., Jiang, L., Schwartz, L. H.: Automatic Detection of 
small lung nodules on CT utilizing a local density maximum algorithm. Journal of Applied 
Clinical Medical Physics 4 (2003) 

5. Armato, S. G. 3rd, Giger, M. L., Moran C. J., Blackburn, J. T., Doi, K., MacMahon H.: 
Computerized detection of pulmonary nodules on CT scans. Radio Graphics 19 pp.1303--
1311 (1999)   

6. S. Hu, E. A. Hoffman and J. M.  Reinhardt, “Automatic lung segmentation for accurate 
quantitation of volumetric X-ray CT images,” IEEE Transactions on Medical Imaging, 
Vol. 20, pp. 490–498, 2001.  

7. Y. Lee, T. Hara, H. Fujita, S. Itoh and T. Ishigaki, “ Automated Detection of Pulmonary 
Nodules in Helical CT Images Based on an Improved Template-Matching Technique,” 
IEEE Transactions on Medical Imaging, Vol. 20, 2001. 

8. B. Ginneken, B. Romeny and M. Viergever, “Computer-Aided Diagnosis in Chest 
Radiography: A Survey,” IEEE Transactions on Medical Imaging, Vol. 20, 2001. 

9. I. Sluimer, A. Schilham, M. Prokop, and B. van Ginneken, “Computer Analysis of 
Computed Tomography Scans of the Lung: A Survey,” IEEE Transactions on Medical 
Imaging, vol. 25, No. 4, pp. 385–405, April, 2006. 

10. ELCAP public lung image database, http://www.via.cornell.edu/databases/lungdb.html 
11. G. Grieg, O. Kubler, R. Kikinis, and F. A. Jolesz, “Nonlinear Anisotropic Filtering of MRI 

Data,” IEEE Transactions on Medical Imaging,  Vol. 11, No. 2, pp. 221-232, June 1992.   
12. W. J. Kostis, et al., “Small pulmonary nodules: reproducibility of three-dimensional 

volumetric measurement and estimation of time to follow-up,” Radiology, Vol. 231, pp. 
446-52, 2004. 

13. W. J. Kostis, A.P. Reeves, D. F. Yankelevitz and C. I. Henschke, “Three dimensional 
segmentation and growth-rate estimation of small pulmonary nodules in helical CT 
images,” Medical Imaging IEEE Transactions Vol. 22,  pp. 1259—1274, 2003.   

14. Asem Ali and Aly A. Farag, “Automatic Lung Segmentation of Volumetric Low-Dose CT 
Scans Using Graph Cuts,” 4th International Symposium on Visual Computing (ISVC-08), 
Las Vegas, December 1-3, 2008, pp. 258-267. 

15. A. A. Farag, A. El-Baz, G.Gimelfarb, R. Falk and S. G. Hushek, “Automatic detection and    
recognition of lung abnormalities in helical CT images using deformable templates,” Proc. 
of International Conference on Medical Image Computing and Computer-Assisted 
Intervention, MICCAI-2004, September 26-29, 2004, pp. 856-864. 

16. Shireen Y. Elhabian, Amal A. Farag, Salwa Elshazly and Aly A Farag, “Sensitivity of 
Template Matching for Pulmonary Nodule Detection: A Case Study,” (CIBEC 2008), 
Cairo, Egypt December 18-20, 2008, pp. 110 -114. 

-160- Second International Workshop on Pulmonary Image Analysis 



Measurement, Evaluation and Analysis of Wall
Thickness of 3D Airway Trees across

Bifurcations �

Xiaomin Liu1 ��, Danny Z. Chen1, Merryn Tawhai2, Eric Hoffman3, and
Milan Sonka3

1 Department of Computer Science & Engineering, University of Notre Dame, USA
xliu9@nd.edu

2 Auckland Bioengineering Institute, The University of Auckland, New Zealand
3 Iowa Institute for Biomedical Imaging, The University of Iowa, USA

milan-sonka@uiowa.edu

Abstract. Airway segmentation and analysis is an essential step in the
understanding of pulmonary anatomy and early detection of lung dis-
eases. In this paper, we evaluate a newly developed method for segment-
ing the inner and outer surfaces of the airway tree. This is the first
approach reported to validate the segmentation of the double wall sur-
faces for the entire airway tree including bifurcations. Two approaches
help analyze the tree topology: (1) 3D thinning algorithm which pro-
duces a one-voxel wide centerline, and (2) Delaunay triangulation based
generation of both the inner and outer 3D medial axes (sheets). The two
airway wall surfaces are identified using a 3D optimal graph search ap-
proach. Once segmented, the bifurcation/carina areas are defined based
on (1) the surface point proximity to the branch points identified on the
centerline, and (2) the surface point distance from the 3D outer medial
sheets. The wall thickness measurements for both the bifurcation/ non-
bifurcation and carina/non-carina points are grouped and reported as a
function of tree generation. The accuracy of wall thickness measurement
is assessed on CT-scanned double-wall physical phantoms. The airway
wall thickness accuracy is similar for the bifurcation/carina and non-
bifurcation/carina areas. The measurements on normal human in vivo
data reflect reasonable and consistent differences of wall thickness from
generation to generation.

1 Introduction

Measurements of airway dimensions such as the local diameters and airway wall
thickness provide important information contributing to the understanding of
lung pathology and early detection of lung diseases. For instance, airway wall
� This research was supported in part by NSF grants CCF-0515203 and CCF-0916606

and NIH grants R01-EB004640 and R01-HL064368.
�� The work of this author was supported in part by a graduate fellowship from the
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thickening is inversely related to the degree of airflow obstruction [1], and atten-
uates airway reactivity in patients with asthma [2]. However, while a number of
segmentation and evaluation methods have been proposed for automatically seg-
menting and measuring the airway inner surface [3–5], few methods are known
for segmentation of the airway outer surface and the measurement of wall thick-
ness. This is especially true for measurement of wall thickness across airway tree
bifurcations. In [6], the airway outer surface was segmented by locally deforming
the lumen mesh under specific force constraints. However, the optimality of the
solution is not guaranteed.

Li et al. [7] extended a graph search based approach of Wu and Chen [8]
to segmenting multiple interrelated surfaces together, and successfully applied
it to the segmentation of 3D airway double surfaces on the non-branching part.
The solution of the graph search is optimal with respect to given cost functions.
As a further extension, a new method was recently developed by Liu et al. [9]
to identify both the inner and outer surfaces of the entire intrathoracic airway
tree in 3D including the bifurcations. While the visual assessment of the in-
ner/outer wall segmentation in in-vivo data suggested that the double surfaces
are captured well by the method, quantitative validation of the segmentation
accuracy remained a challenging problem. Manual tracing of airway tree wall
surfaces is very hard to obtain in completeness, and even if attempted, suffers
from low reproducibility and high inter- and intra-observer variability due to
image ambiguity of the outer surface.

Because of the topological complexity, airway bifurcations are the most dif-
ficult area for accurate segmentation and measurement. It is also of clinical
importance to improve assessment accuracy on these areas. For example, the ex-
perimentally observed local accumulations of particles within bronchial airway
bifurcations may play a crucial role in lung cancer induction [10]. The complete
bifurcation should be able to cover the entire “Y” shaped part that connects to
the relatively straight branches (which are the non-bifurcation areas). In addi-
tion, it is physiologically and maybe diagnostically interesting to focus on specific
parts of the bifurcation, such as the carina area between two sub-branches. For
example, widening and distortion of the carina is a serious sign because it usu-
ally indicates carcinoma of the lymph nodes around the region where the trachea
divides [11]. A good validation method should be able to distinguish the bifur-
cation/carina and non-bifurcation/carina areas in the airway trees, and evaluate
the results separately in both these areas.

To cope with the above difficulties, we perform extensive validation using a
CT-scanned double surface bifurcating phantom with known wall thickness to
optimize the cost function of graph search [9]. Then the segmentation method
in [9] (with the optimized cost functions) is applied to human in vivo CT data.
The wall thickness is analyzed as a function of generation. In order to do so, we
employ two methods to identify the bifurcation and carina areas on the airway
tree based on the one voxel wide 3D skeleton and 3D medial axis sheets, respec-
tively. Then, the wall thickness is measured on the identified bifurcation/non-
bifurcation and carina/non-carina points, grouped and compared for different
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generations. Consequently, meaningful information is produced about the vari-
ability and consistency of wall thickness across normal subjects for individual
generations of the airway trees.

2 Segmentation

The multi-layer optimal graph search based algorithm is employed to segment
both the inner and outer airway walls as an entire tree [9]. The method can be
outlined as follows (see [9] for full details):

(1) Pre-segmentation. A pre-segmentation is needed to provide the basic in-
formation about the object’s global structure. It is not necessary for the
pre-segmentation to be locally accurate. However, it is crucial to preserve
the topology of the target object. In our experiments, the airway trees are
pre-segmented using commercially available Pulmonary Workstation PW+
software (VIDA Diagnostics, Oakdale, IA). Once a labeled image is gener-
ated by the pre-segmentation, it is transformed into a triangulated mesh
using the marching cube algorithm.

(2) Image resampling. Based on the outcome of the pre-segmentation, the
image is resampled on each vertex of the initial surface mesh, resulting in a
set of vectors (called columns) of voxels. 3D medial axes (sheets) are com-
puted based on Voronoi diagrams, which help to determine the directions
and lengths of the resampling columns.

(3) Graph construction. Each voxel in the columns is considered as a node
in the graph. There are three types of edges, representing the relations of
voxels within the same surface or between different surfaces. A cost function
is assigned to each node combining the first and second derivative. To distin-
guish properties of the inner and outer surfaces, two inversely oriented Sobel
operators are applied to capture the directional information of the intensity
changes.

(4) Graph search. A minimum s-t cut algorithm [8, 7] is applied to the result-
ing graph to simultaneously search for the inner and outer surfaces of airway
walls simultaneously. This graph search identifies double wall surfaces simul-
taneously for all branches and all bifurcations of the entire tree in a single
optimization process.

3 Identification of airway bifurcation

Starting from the trachea, the airway splits into left and right main bronchi,
and continues to decrease size in ever-smaller branches at each bifurcation. The
resulting tree structure consists of several generations. The segmentation around
the bifurcation is especially difficult task because of the topological complexity.
The advantage of the algorithm in [9] is the ability to segment the double surfaces
around the bifurcation as described above. To evaluate the segmentation and
wall thickness measurement for the bifurcation regions, the bifurcation areas
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and other tree segments must be identified to allow performance comparisons
in these two areas. 3D skeleton/medial axis is a powerful approach to provide a
simplified structure of the object which would capture the same topology of the
original object, and thus provide the information about the branching points,
tree segment generation, etc.

3.1 3D thinning

Airway tree skeleton is obtained using a 3D thinning algorithm presented by
Lee [12]. (See Fig. 1) The algorithm iteratively deletes the simple points while
preserving the topology (connectivity, the same number of holes and cavities in
the object). The output of the thinning algorithm is a one-voxel wide centerline.
A tree-labeling process follows using the centerline that identifies the branching
and non-branching points using a depth-first-search (DFS). Both branching and
non-branching points are associated with a number representing the generation.

Fig. 1. 3D skeleton of an airway tree colored according to tree generations.
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The bifurcations are identified by using spheres centered at each branching
point. The sphere diameters are proportional to the local branch diameter. In
Fig. 2, the diameter of the sphere is twice as large as the local diameter in
order to include the entire bifurcation. In this situation, some of the branches in
the 3rd, 4-6th generations that are short (comparing to the local diameter) may
become mostly included in the bifurcation (covered in red).

(a) (b)

Fig. 2. Airway trees with identified bifurcation and non-bifurcation areas. (a) Bifur-
cation areas are colored in red. (b) In this panel, bifurcation areas are colored in red
while non-bifurcation areas are colored by generation.

As a well known phenomenon, the skeleton/medial axis is sensitive to local
changes, which may cause undesirable fake branches in the skeleton. To get
rid of these fake branches, we measured the length of each branch after the
branching points are identified. Then, the branches that are short compared to
local diameter are pruned out.

3.2 3D medial axis

3D thinning allows fast computation of the medial axis as it iteratively deletes
all the surface points until a one-voxel wide centerline remains. Nevertheless, it
lacks the ability to produce the outer medial axis, which may be important for
capturing the changes in tree structure. While an approach based on Delaunay
triangulation and Voronoi diagram of the surface may suffer from low computa-
tional efficiency, it produces both the inner and outer medial axis of the object
at the same time and was chosen here.
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(a) (b)

Fig. 3. Carina regions consist of points that are close to the outer medial axis. (a) Outer
medial axis points (yellow) around a bifurcation – detail shown in the upper left corner.
(b) Red areas represent carina regions. The tree is labeled with different colors for
different generations.

The output of the graph search segmentation is a triangulated surface, where
neighboring vertices/points are connected by edges. We can compute the Voronoi
diagram and the dual Delaunay triangulation of S in 3D [13]. The medial axis is
computed by using the poles in the Delaunay triangulation, which are selected
from the centers of the big Delaunay balls adjacent to vertices. A pole is assigned
to each of the mesh vertices by selecting the largest pole among the vertex k-
nearest neighbors, in order to reduce the impact of possible noise on the surface
[13].

Surface points that are close to the outer medial axis are selected. For an
object with tree-like structure such as the airway, parental generations always
split into two child airways at the site of bifurcation. The area where the two
child airways separate forms a V-shape, which is the difficult region for wall
thickness measurement because of local topological changes. In anatomy, the
tracheal carina is a cartilage-rich saddle region within the trachea that separates
the two mainstem bronchi. We define the carina regions in our measurements as
the saddle areas where each generation branches into two child generations. As
illustrated in Fig. 3, the carina regions can be well represented by points that
are within a small distance from the outer medial axis (once such distance is
determined properly by the local diameter). By selecting different cut-off values,
the carina regions are not necessarily part of the bifurcation areas as defined in
the last section.
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(a) (b)

Fig. 4. Example 2D slices from two CT scans of the double-wall phantoms. (a) Phantom
with smooth wall thickness distribution. (b) Phantom with non-smooth wall thickness
distribution.

4 Experimental methods and results

4.1 Evaluation based on bifurcation and carina identification

After the labeling of the airway tree and identification of bifurcation and ca-
rina areas, we measure the wall thickness for the entire tree and group the re-
sults according to different generations in both bifurcation/non-bifurcation and
carina/non-carina areas. The thickness is measured between the two segmented
surfaces along the normal direction to the inner surface. The evaluation has been
performed on two kinds of data: (1) two double-wall bifurcating phantoms de-
rived from human in vivo data with smooth and non-smooth wall thickness, and
(2) in vivo human CT scans.

Double wall phantoms The evaluation of wall thickness measurement is first
performed on CT scans of two double wall phantoms with predefined wall thick-
ness (Fig. 4). To construct the phantom, segmented volumetric images from
multi-detector row computed tomography scanning of a healthy male lung are
imported into the cmgui visualization software (www.cmiss.org). A bi-cubic Her-
mite finite element mesh is geometry-fitted to the surface of the outer wall. The
mesh is given a volume by defining a wall thickness at each mesh node. The phan-
tom is manufactured using a solid 3D printer (the Dimension Elite 3D Printer).
The solid structure is composited of 0.254 mm thick layers of ABS plastic and
support material. The support material is dissolved following manufacturing.
The resolution of the discretized tetrahedral mesh is set at three levels as indi-
cated in the results. The smooth and non-smooth phantoms have identical outer
wall surfaces. The only difference in their geometry is the wall thickness at the
mesh nodes and the derivatives for inner surface curvature. The inner surface
derivatives in the non-smooth phantom are modified arbitrarily to create a chal-
lenging structure on which to test the algorithm. The wall thickness of both
bifurcation and non-bifurcation areas is calculated and listed in the following ta-
ble. The image size is 512×512×313 and the voxel size is 0.23×0.23×0.7mm3.

The ground truth of the wall thickness is computed from the original digital
mesh of the double wall phantom that is used for the fast prototyping of the
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Table 1. Mean wall thickness errors for a double-surface bifurcating smooth phantom.

Smooth (mm) Number of points Unsigned error average(mm) Signed error(mm)

Coarse 10374 0.27 ± 0.23 −0.023 ± 0.35

Original 40743 0.27 ± 0.23 −0.025 ± 0.35

Fine 73119 0.27 ± 0.23 −0.022 ± 0.35

Table 2. Mean wall thickness errors for a double-surface bifurcating non-smooth phan-
tom.

Nonsmooth (mm) Number of points Unsigned error average(mm) Signed error(mm)

Coarse 11891 0.27 ± 0.22 −0.000 ± 0.35

Original 46537 0.27 ± 0.22 −0.001 ± 0.35

Fine 83800 0.27 ± 0.22 −0.004 ± 0.35

physical phantom. The mesh is then down-sampled to form a coarse mesh that
is half as dense as the original one, and also up-sampled to a fine mesh twice
as dense as the original one. As summarized in Tables 1 and 2, the mean errors
and standard deviations of the wall thickness measurement are low (subvoxel)
for both the smooth and non-smooth phantoms and thus do not depend on
the mesh density. When considering the branching and non-branching areas on
the phantom, the average errors and standard deviations of the wall thickness
measurement are determined and shown in Fig. 5.

Human in vivo data The double-wall airway tree segmentation method is
used to determine airway wall thickness for 7 sets of human CT scans from 7
normal subjects. The image size varies from 512× 512× 464 to 512× 512× 587,
and the voxel size is 0.59 × 0.59 × 0.60mm3.

Fig. 6 (a) shows the average wall thickness at the bifurcation and non-
bifurcation areas measured and grouped by airway tree generations. Fig. 6 (b)
shows the wall thickness of the carina and non-carina areas, also as a function of
generations. These figures depict a similar trend of the wall thickness, decreasing
from the first to the sixth generation, that is consistent with the generational
decrease of the local diameter. For the seventh to eleventh generations where the
airway wall is relatively thin, wall thickness seems to stop decreasing. Comparing
the measurements in the bifurcation and carina areas, we can see that the wall
thickness of the bifurcation is larger than the wall thickness of the carina for the
first six generations. The average wall thickness of the carina area is also smaller
than non-carina area for the first a few generations. The measurements in the
bifurcation and carina areas are very similar after the sixth generation.
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(d)

Fig. 5. The wall thickness measurement for the double-wall phantoms. The average
errors and standard deviations are calculated for: (a) Bifurcation/non-bifurcation ar-
eas of the smooth phantom; (b) Bifurcation/non-bifurcation area of the non-smooth
phantom; (c) Carina/non-carina areas of the smooth phantom; (d) Carina/non-carina
areas of the non-smooth phantom.
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(b)

Fig. 6. Wall thickness as a function of airway tree generation. (a) Average wall thick-
ness in bifurcation/non-bifurcation areas. (b) Average wall thickness in carina/non-
carina areas. Error bars depict standard deviations.

5 Discussion and conclusion

An evaluation method of the double-surface airway tree segmentation is pre-
sented that simultaneously determines inner and outer surfaces of all branches
and bifurcations for the entire tree. The surface points have been labeled with
different generation automatically according to the skeleton. The complete bi-
furcation and relatively smaller carina area have been defined using two different
methods of extracting the 3D medial axes/skeleton of the airway tree. By ap-
plying graph search based segmentation approaches, the experimental results on
both the bifurcation/non-bifurcation and carina/non-carina areas achieve sub-
voxel accuracy in physical double-wall phantoms. The wall thickness analysis in
the human in vivo data shows consistent decrease of mean wall thickness and
standard deviation from parent to child generations. The proposed evaluation
method is the first to allow separate measurement of airway wall thickness in
the bifurcation and carina regions of the airway trees using a globally optimal
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approach. Therefore, the reported method provides a new way for analyzing the
airway wall properties in bifurcating regions. The quantification of wall proper-
ties in bifurcations allows novel disease-specific studies of intrathoracic airway
tree physiology and function.
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Abstract. This paper describes a framework for evaluating airway ex-
traction algorithms in a standardized manner and establishing reference
segmentations that can be used for future algorithm development. Be-
cause of the sheer difficulty of constructing a complete reference standard
manually, we propose to construct a reference using results from the algo-
rithms being compared, by splitting each airway tree segmentation result
into individual branch segments that are subsequently visually inspected
by trained observers. Using the so constructed reference, a total of seven
performance measures covering different aspects of segmentation quality
are computed. We evaluated 15 airway tree extraction algorithms from
different research groups on a diverse set of 20 chest CT scans from
subjects ranging from healthy volunteers to patients with severe lung
disease, who were scanned at different sites, with several different CT
scanner models, and using a variety of scanning protocols and recon-
struction parameters.

1 Introduction

Analysis of the airways in volumetric computed tomography (CT) scans plays
an important role in the diagnosis and monitoring of lung diseases. While airway
segmentation is a key component for such analysis, the accuracy and reliability
of existing algorithms for segmenting the airway are still unknown because of
the lack of a common test database, a reference, and standardized means for
comparison.

The aim of this paper is to develop a framework for evaluating airway extrac-
tion algorithms in a standardized manner and to establish a database with refer-
ence segmentations that can be used for future algorithm development. Because
of the sheer difficulty of establishing a complete reference standard manually,
we propose to instead construct a reference using results from the algorithms to
compare. Airway tree segmentations were first subdivided into their individual
branches, which can be easily visualized and were subsequently evaluated by
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trained observers. This way, manual annotation is avoided and the trained ob-
server is given the easier task of deciding whether a segmented branch is correct
or wrong, thus separating wrongly labeled regions from correctly labeled regions.
We focus the evaluation on extracting the most complete airway trees, progress-
ing into higher generation airways and extracting as many branches as possible.
The exact airway shape and dimensions were not taken into account; branches
were considered to be correct as long as there was no significant leakage outside
the airway walls. Since several annotations of the same images were evaluated,
the evaluation process can be accelerated by automatically accepting branches
that have high overlap with previously accepted branches. Finally, a reference
segmentation was established by taking the union of all correct branches.

A diverse set of chest CT scans was contributed by eight different institutions.
A total of 40 scans were selected, with 20 of these scans designated as training
set, reserved for algorithm training and/or parameter tuning, and the remaining
20 as test set. The images were selected to include a large variety of acquisition
conditions and pathologies.

The comparative study was organized as a challenge at the 2nd International
Workshop on Pulmonary Image Analysis, which was held in conjunction with
MICCAI 2009. Invitations to participate were sent out to several mailing lists
and to authors of published papers on airway segmentation. Due to the time
required for manual evaluation, participants were asked to submit results from
a single method only. A total of 22 teams registered to download the data, and
15 teams [1–15] submitted their results, ten in the fully automated category
and five in the semi-automated category. All results submitted by participating
teams were used to establish the reference used for evaluation.

2 Data

A total of 75 chest CT scans were contributed by eight different sites. Scans
were taken on several different CT scanner models, using a variety of scanning
protocols and reconstruction parameters. The condition of the scanned subjects
varied widely, ranging from healthy volunteers to patients showing severe pathol-
ogy of the airways or lung parenchyma. Among the contributed CT scans, 40
were selected to be included into the dataset for the challenge, which were further
divided into a training set and a test set. Care was taken to ensure that scans of
all eight sites were represented in both the training and test sets, all files were
anonymized properly, no scans of the same subject would be in both the training
and test sets, and both sets included the same number of scans of similar quality,
obtained at the same site and with similar characteristics. The 20 images in the
training set were named CASE01 to CASE20, and the 20 images in the test set
were named CASE21 to CASE40. Table 1 presents some characteristics of the
20 test cases.
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Table 1. Acquisition parameters of the 20 test cases. Dosage is presented as x-ray tube
current (kVp) and exposure (mAs) pair. The breathing status indicates full inspira-
tion (Insp.) or full expiration (Exp.). Contrast indicates whether intravenous contrast
was used during acquisition. The abbreviations for the scanner models are as follows:
Siemens Sensation (SS), Siemens Volume Zoom (SVZ), Philips Mx8000 IDT (PMI),
Philips Brilliance (PB), Toshiba Aquilion (TA) and GE LightSpeed (GEL). * indicates
that the scan is from the same subject as the previous scan.

Thickness Scanner Convolution Dosage Breath Contrast
(mm) Kernel state

CASE21 0.6 SS64 B50f 200/100 Exp. No
CASE22* 0.6 SS64 B50f 200/100 Insp. No
CASE23 0.75 SS64 B50f 200/100 Insp. No
CASE24 1 TA FC12 10/5 Insp. No
CASE25* 1 TA FC10 150/75 Insp. No
CASE26 1 TA FC12 10/5 Insp. No
CASE27* 1 TA FC10 150/75 Insp. No
CASE28 1.25 SVZ B30f 300/100 Insp. Yes
CASE29* 1.25 SVZ B50f 300/100 Insp. Yes
CASE30 1 PMI16 D 120/40 Insp. No
CASE31 1 PMI16 D 120/40 Insp. No
CASE32 1 PMI16 D 120/40 Insp. No
CASE33 1 SS16 B60f 321/200 Insp. No
CASE34 1 SS16 B60f 321/200 Insp. No
CASE35 0.625 GEL16 Std. 441/6209 Insp. No
CASE36 1 PB16P C 206/130 Insp. No
CASE37 1 PB16P B 64/30 Insp. No
CASE38* 1 PB16P C 51/20 Exp. No
CASE39 1 SS16 B70f 436/205 Insp. Yes
CASE40 1 SS16 B70s 162/105 Insp. No
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(a) (b) (c) (d) (e)

Fig. 1. Illustration of the process of dividing the airway tree into branches. (a) A seed
point is set at the root of a tree and the front propagation process starts. (b) Centroid
of the propagating front is stored as centerline at each time step. (c) The centerline
is stored up to the point before a bifurcation. (d) Bifurcation is detected as the front
splits. The individual fronts are used as seeds to perform front propagation in each of
the branches. (e) Front propagation proceeds in each branch.

3 Airway branch evaluation

3.1 Subdividing an airway tree into branches

An important component of our evaluation is the process of subdividing an
airway tree into its individual branch segments. This was done by detecting the
bifurcations using wave front propagation, similar to [16]. The key idea is that
a wave front propagating through a tree structure remains connected until it
encounters a bifurcation, and any side branches can thus be detected as new
disconnected components in the propagating front.

The front was propagated using a fast marching algorithm [17], with the
speed function set to 1 within the segmented structure and 0 outside. We mon-
itor the front through a set of “trial” points in the fast marching process. Con-
nected component analysis was applied to the trial points when the time stamp
from the fast marching algorithm increased by 1/ΔD, where ΔD is the distance
between two voxels. Propagation stops when multiple disconnected components
were detected in the front, whereupon the process was repeated on the individual
split fronts to obtain the branches at the next level. The process ends when all
marked regions of the tree have been evaluated. During the front propagation,
the centerlines were obtained by storing the centroid of the front at every step.
Figure 1 illustrates the algorithm.

3.2 Visual assessment

To enable visual inspection of extracted branches, each of the branches was
presented to the trained observers using a fixed number of slices through the
branch at different positions and orientations. Two different views were used,
a reformatted and a reoriented view. The reformatted view was obtained by
straightening the centerline of the branch segment, while the reoriented view

-178- EXACT'09 



was obtained by rotating the branch segment such that its main axis coincides
with the x-axis.

A total of eight slices were extracted from the reformatted view. The first
four slices were taken perpendicular to the centerline, distributed evenly from
the start to the end of the centerline. The other four slices were taken along the
centerline, at cut planes that were angled at 0◦, 45◦, 90◦ and 135◦. A schematic
view of the cut planes for the different slices for the reformatted view is shown
in Figure 2(b), with slice examples in Figure 2(d).

For the reoriented view, a total of nine slices were extracted, three from
each axis. For the y-axis and z-axis, which are perpendicular to the axis of the
branch segment, the cut planes were placed at 15%, 50% and 85% of the width
of the branch measured in the respective axis. On the x-axis, the cut planes were
placed at 5%, 50% and 95% of the length of the branch. Figure 2(b) shows the
cut planes for the slices extracted from reoriented view, and examples of the
slices are shown in Figure 2(e).

3.3 Evaluation of individual branches

Based on the slices from the two views described in Section 3.2, the trained
observers were asked to assign one of the four following labels to each branch:
“correct”, “partly wrong”, “wrong” or “unknown”. A branch is “correct” if it
does not have leakage outside the airway wall. “Partly wrong” is assigned to
a branch if part of the branch lies well within the airway lumen, while part is
outside the walls. A branch is “wrong” if it does not contain airway lumen at
all. The “unknown” label is used when the observers are unable to determine
whether a branch is an airway or not.

The evaluation of each branch was performed in two phases. At phase one,
two observers are assigned to evaluate the branch. If both observers assign the
same label, the evaluation is complete. Otherwise the evaluation proceeds to
phase two, where three new observers are assigned. In this phase, the final label
assigned to the branch is the label that constitutes the majority vote among the
three new observers. In case of no majority, the branch is labeled as “unknown”.
The entire process was automated by web-based distribution of tasks to a pool
of ten trained observers, who labeled the 15 segmentations of each of the 20
test cases. The observers were all medical students who were familiar with CT
and chest anatomy. They were trained with a set of examples and subsequently
processed two complete segmentations of different scans to ensure their ratings
were reliable.

4 Establishing a reference

The reference segmentation for a CT scan was constructed by fusing branches
based on the labels assigned as described in Section 3, which involves evaluated
branches of segmented airway trees obtained from all participating teams.
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(a) (b) (c)

(d)

(e)

Fig. 2. Schematics showing the (a) original airway, (b) reformatted and (c) reoriented
views. The arrow is the main orientation of the airway and the cut planes are shown
in blue. Example of the slices extracted: (d) Reformatted view; top row are slices
perpendicular to the branch segment and bottom row are slices taken in the direction
of the branch segment. (e) Reoriented view; top row are axial slices, and middle and
bottom row are cut planes parallel to the branch axis.
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4.1 Automated branch acceptance

To speed up the evaluation process and reduce the number of branches that need
to be evaluated by the observers, branches that were very similar to branches
previously labeled “correct” were accepted automatically.

The following two criteria were used to determine whether to exempt a branch
from manual evaluation or not:

1. Centerline overlap: Every point in the centerline is within a 26-neighborhood
to a “correct” voxel.

2. Volume overlap: More than 80% of the voxels of the branch are labeled as
“correct” in the reference.

Branches that fulfilled both criteria were labeled as “correct” and exempted from
manual evaluation.

4.2 Updating the reference

The labels assigned by the observers as described in Section 3.3 and/or assigned
automatically as above were subsequently stored in a reference image. The labels
were stored as integer values with Lc > Lw > Lp > Lu > 0, where Lc, Lw, Lp

and Lu represent the the values for “correct”, “wrong”, “partly wrong” and
“unknown” respectively.

A reference image of a given CT scan started out as an empty image, with
all voxels having value 0. Evaluated branches from a new segmentation of the
same scan were added into the reference by applying the following update rule
on all voxels x

Gt+1 (x) = max (Gt (x) , L (x)) ,

where Gt+1 and Gt are the reference after and before the update respectively,
and L is the label assigned by the observers. The final reference of a CT scan
was obtained once it was updated with all available evaluated segmentations.

4.3 Final reference

The final reference segmentation was defined as all voxels that were labeled as
“correct” after updating the reference with all available evaluated segmentation
results. Consequently, some of the voxels that were part of an airway lumen,
but belonged to a branch segment containing errors and labeled “partly wrong”,
may be discarded. However, in our case, where a number of segmented airway
trees from different algorithms are processed, the vast majority of airway voxels
that were once labeled as “partly wrong” in an intermediate step are relabeled
as they overlap with “correct” regions from another segmentation.
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5 Evaluation

The algorithm described in Section 3.1 was used to obtain the centerlines of the
branches in the reference segmentation. To enable comparison of the results ob-
tained by different algorithms, we standardized the centerlines from the results
to those of the reference segmentations. This was done by projecting the center-
lines from a submitted result to the corresponding centerlines in the reference.
The detected length of a given branch in the reference can then be obtained by
measuring the length of the overlapping sections. To ensure that a branch is not
trivially detected, a branch in the reference is said to be detected by a segmented
airway tree only when the detected length is greater than Δl = 1 mm.

Seven performance measures were computed from the results of all partici-
pating teams:

1. Branch count: the number of branches that are detected correctly.
2. Branch detected: the fraction of branches that are detected, with respect to

the total number of branches present in the reference.
3. Tree length: the sum of the length of the centerlines of all correctly detected

branches.
4. Tree length detected: the fraction of tree length that is detected correctly

relative to the reference.
5. Leakage count: the number of disconnected (26-connectivity) sources where

leakage occurs. We define a leakage source as “correct” voxels that have at
least a non-“correct” voxel within its 26-neighbors. A dilation of one voxel
was applied to the detected sources prior to searching for the disconnected
components in order to remove trivially disconnected sources.

6. Leakage volume: the volume of regions that are not marked as “correct” in
the reference.

7. False positive rate: the fraction of the total segmented volume that is not
marked as “correct” relative to the reference.

The trachea was excluded from measures 1 – 4. For measures 5 – 7, the trachea,
left and right main bronchi were excluded.

6 Results

Table 2 presents the seven evaluation measures for the 15 participating teams,
averaged over the 20 test cases. Figure 3(a) gives an overview of the average
performance of the participating teams in terms of false positive rate over tree
length detected, while Figure 3(b) shows the relation between the leakage volume
and the number of leaks detected. Box plots of tree length detected and false
positive rate for the different teams are given in Figure 4, while box plots for the
number of branches detected and the leakage volume for each of the scans are
given in Figure 5. In the box plots, the median is indicated by the red line, and
the 25th and 75th percentile are indicated by the lower and upper edges of the
box respectively. The lines below and above the box, or “whiskers”, represent
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the largest and smallest values that are within 1.5 times the interquartile range,
while the red open circles show all outliers outside this range. Surface renderings
from two cases are given in Figure 6 and 7, with correct and wrong regions
indicated in green and red respectively.

Table 2. Average evaluation measures from each team average over the twenty cases in
the test set. * indicates semi-automated category and best result for each measurement
are indicated in bold.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

Team [1] 91.1 43.5 64.6 36.4 2.5 152.3 1.27
Team [2] 157.8 62.8 122.4 55.9 12.0 563.5 1.96
Team [3]* 74.2 32.1 51.9 26.9 4.2 430.4 3.63
Team [4] 186.8 76.5 158.7 73.3 35.5 5138.2 15.56
Team [5] 150.4 59.8 118.4 54.0 1.9 18.2 0.11
Team [6]* 77.5 36.7 54.4 31.3 2.3 116.3 0.92
Team [7] 146.8 57.9 125.2 55.2 6.5 576.6 2.44
Team [8]* 71.5 30.9 52.0 26.9 0.9 126.8 1.75
Team [9] 139.0 56.0 100.6 47.1 13.5 368.9 1.58
Team [10] 79.3 32.4 57.8 28.1 0.4 14.3 0.11
Team [11]* 93.5 41.7 65.7 34.5 1.9 39.2 0.41
Team [12] 130.1 53.8 95.8 46.6 5.6 559.0 2.47
Team [13] 152.1 63.0 122.4 58.4 5.0 372.4 1.44
Team [14] 161.4 67.2 115.4 57.0 44.1 1873.4 7.27
Team [15]* 148.7 63.1 119.2 58.9 10.4 158.8 1.19

7 Discussions

As expected, there appears to be a trade off between sensitivity and specificity
in the airway tree extraction, as can be observed from Figure 3(a) and Figure 4,
where more complete trees are usually accompanied by a larger percentage of
false positives. The most conservative algorithm is that of team [10], which ob-
tains the smallest average leakage volume (14.3 mm3) with one of the shortest
trees (57.8 cm), while the algorithm of team [4] is the most explorative one,
yielding the longest trees (158.7 cm) but at the expense of the largest leakage
volume (5138.2 mm3).

In general, the semi-automatic methods perform no better than the fully
automatic methods. The manual interaction in most semi-automatic methods is
limited to selecting initial seed points for the trachea [11, 8] or manually adapting
parameters [6, 3]. An exception is the algorithm of [15], which allows for extensive
editing of results.
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(a) (b)

Fig. 3. (a) Average false positive rate versus tree length detected of all participating
teams, with teams in the semi-automated category in red. (b) Logarithm of leakage
volume versus leakage count from all test cases results.

Figure 3(b) shows that the number of sources of leakage in an airway tree
segmentation is often quite small. We found that over 66% of the submitted
results have a leakage count of less than 5, with a maximum leakage volume of
1740.72 mm3. This suggests that manually removing leakages from automatically
extracted airway trees may be viable for most algorithms, provided that proper
tools are available.

Interestingly, no algorithm came close to detecting the entire reference tree,
as observed from Figure 4(a). The highest branch count and tree length detected
for each case range from 64.6% to 94.3% and 62.6% to 90.4% respectively, with
the average measures for each team no higher than 77%. This suggests that better
results may be achieved by combining algorithms that use different approaches.

The box plots of the results per test case in Figure 5 reveal that in general,
ultra low dose scans (cases 24, 26, 37, and 38) are more difficult to segment than
low dose or clinical dose scans. From these scans, significantly fewer branches
were extracted (p < 0.01 from Student’s t-tests) with no significant difference
in leakage volume (p = 0.10). For the two pairs of low dose and ultra low dose
scans (case 24, 25 and 26, 27), branch count were significantly higher (p < 0.01
from paired Student’s t-tests) for the low dose scans (93 branches) than for the
ultra low dose (73 branches) scans, while there was no significant difference in
leakage volume (p = 0.54).

From the available paired inspiration and expiration scans (case 21, 22 and 37,
38), segmentations of the inspiration scans include more correct branches but
also more leakage than their expiration counterparts, where inspiration scans
exhibits an average branch count of 145 branches and leakage volume of 942
mm3 as compared to 76 branches and 115 mm3 from expiration scans. A paired
Student’s t-tests shows that these difference are indeed significant, with p < 0.01
for both branch count and p = 0.02 for leakage volume.

One image pair, cases 28 and 29, is the same scan reconstructed using a
soft and a hard kernel. For these scans, significantly more branches (p < 0.01)
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(a) (b)

Fig. 4. Box plots of (a) tree length detected and (b) false positive rate of the teams.

were extracted from the scan constructed using the hard kernel, average of 106
branches compared to 80 branches. Although average leakage volume for hard
kernel scan was higher, 418 mm3 compared to 236 mm3, the difference was not
significant (p = 0.30).

8 Conclusion

A framework for evaluating airway extraction algorithms in a standardized man-
ner and establishing a reference segmentation is presented. Results obtained by
15 different airway tree extraction algorithms on a diverse set of 20 chest CT
scans were manually evaluated and a reference was constructed from all correctly
segmented branches. A total of seven performance measures were computed for
each of the algorithms using the constructed reference. Results showed that no
algorithm is capable of extracting more than 77% of the reference, in terms of
both branch count and tree length, on average, indicating that better results
may be achieved by combining results from different algorithms.
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(a) (b)

Fig. 5. Box plots of (a) branch count and (b) leakage volume, with the maximum
leakage volume clipped at 4000 mm3, of the 20 test cases.

– Patrik Rogalla (Charité, Humboldt University Berlin, Germany)
– Jan-Martin Kuhnigk (Fraunhofer MEVIS, Germany)
– Rafael Wiemker, Cristian Lorenz (Philips Research Lab Hamburg, Germany)
– Berthold Wein (University Hospital of Aachen, Germany)
– Ken Mori (Graduate School of Information Science Nagoya University, Japan)
– Ieneke Hartmann (Erasmus MC - University Medical Center Rotterdam, The

Netherlands)
– Eric Hoffman (Department of Radiology, University of Iowa, USA)
– Atilla Kiraly, Carol Novak, Benjamin Odry (Siemens Corporate Research,

USA)
– David Naidich (NYU Medical Center, USA)
– Mathias Prokop (University Medical Center Utrecht, the Netherlands)

We also thank all participants of EXACT’09 and the ten trained observers
for making this evaluation possible.

This work was funded in part by the Danish Council for Strategic Research
(NABIIT), the Netherlands Organization for Scientific Research (NWO), and by
grants HL080285 and HL079406 from the U.S. National Institutes of Health.

-186- EXACT'09 



Team [1] Team [2] Team [3] Team [4] Team [5]

Team [6] Team [7] Team [8] Team [9] Team [10]

Team [11] Team [12] Team [13] Team [14] Team [15]

Fig. 6. Surface renderings of results for case 23, with correct and wrong regions shown
in green and red respectively.
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Abstract. We present an automated approach for the segmentation of
airways in CT datasets. The approach utilizes the Gradient Vector Flow
and consists of two main processing steps. Initially, airway-like structures
are identified and their centerlines are extracted. These centerlines are
used in a second step to initialize the actual segmentation of the corre-
sponding airways. An evaluation on 20 clinical datasets shows that our
method achieves a good average airway branch count (63.0%) without
any major leakage.

1 Introduction

Segmentation of airway trees in CT is of importance for various clinical appli-
cations, and several methods have been presented in the literature for this task.
An overview can be found in the survey of Sluimer et al. [1]. A summary of
newer approaches can be found in [2]. While some methods focus on accurate
segmentation of airways, others are primarily targeting the extraction of airway
tree skeletons that are of importance for applications like virtual bronchoscopy
[3] or airway tree labeling and anatomical matching [4].

In our previous works [5, 6], we presented a generic framework for the di-
rect extraction of complete curve skeletons of branched tubular structures from
gray-value images. The approach utilizes the Gradient Vector Flow (GVF) [7]
– an anisotropic edge preserving gradient diffusion method – to detect tubular
objects [5] and to extract their associated medial curves [6]. It does not require
a prior segmentation and extracts curve skeletons of comparable quality to so-
phisticated skeletonization methods applied to segmentations.

The GVF – that represents a core component of the approach – was originally
presented to guide snake based segmentations [7]. In the literature, properties of
the GVF (or similar gradient diffusion methods) have also been used differently,
for example to generate voxel accurate 2D and 3D segmentations without using
snakes [8–11], and issues related to initialization of the segmentation or defi-
ciencies of the GVF in case of boundary concavities, as they would occur with
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side branches in branched tubular networks, have been addressed. For example,
Li et al. [11] used a gradient flow tracking in the GVF field in combination with
a locally adaptive thresholding scheme based on gray value statistics to segment
blob like 3D structures. To our knowledge, none of the so far presented methods
is directly applicable for segmentation of tubular structures like airways.

In this work, we adapt our method such that an explicit segmentation is
derived and utilize it to automatically segment airway trees in CT data. The
method is generally applicable and may also be used in other application do-
mains. For evaluation of our approach, the airway trees in 20 clinical lung CT
datasets were segmented and evaluation results are reported.

2 Method

Our method consists of two main steps. First, centerlines of tubular objects are
extracted. Second, the tubular structures associated with these centerlines are
segmented. Intermediate processing results are depicted in Figs. 2, 3, and 4; ap-
propriate masks were used for better visualization of some intermediate results.

2.1 Gradient Vector Flow

Our method is based on the Gradient Vector Flow (GVF) [7] – an edge preserv-
ing gradient vector diffusion function – and specifically requires an appropriate
initial vector field where the vectors point towards the center of the structures
of interest (airways) and whose magnitude reflects an edge-likeliness (Fig. 1(b)).
Therefore, the inverted local derivatives F = −∇(Gσ � I) are computed and
normalized Fn(x) = F (x)

|F (x)|
min(|F (x)|,Fmax)

Fmax
for every voxel x = {x, y, z} , where

I is the original image and Gσ is a Gaussian filter kernel at scale σ. σ and Fmax

are application specific parameters reflecting the noise level and the expected
contrast.

(a) (b) (c)

Fig. 1. Illustration of the GVF using a 2D cross section of a 3D branching tubular
structure. (a) Branching 3D tubular structure. (b) Initial vector field F n(x) (gray-value:
vector magnitude; arrow: vector direction). (c) Resulting GVF field V (x) (gray-value:
vector magnitude; arrow: vector direction).
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Given this initial vector field Fn(x), the GVF is calculated which is defined
as the vector field V (x) that minimizes:

E(V ) =
∫∫∫

Ω

μ|∇V (x)|2 + |Fn(x)|2|V (x) − Fn(x)|2dx (1)

where μ is a regularization parameter. The variational formulation of the GVF
keeps vectors with large magnitude nearly equal, while it produces a slowly
varying field in areas with small vector magnitude. An initial vector field Fn(x)
and the GVF result V (x) are shown in Figs. 1(b) and (c), respectively. For
tubular objects, some characteristic properties can be observed. All vectors point
from the boundary toward the center of the tubular objects where the vectors
“collide”. The vector field shows a large variation in the cross-sectional planes of
the tubular objects, but almost no variation along the tubes tangent direction.
In addition, the magnitudes of the vectors show a medialness property: their
values decreases with increasing distance from boundaries. At the centers of the
tubular objects, the magnitude almost vanishes (it not necessarily becomes zero)
and forms local directional minima. Examples of the initial and the GVF vector
fields for a CT dataset are shown in Fig. 2. Below we will refer to the GVF
field’s normalized direction as V n(x) = V (x)/|V (x)| and to its magnitude as
M(x) = |V (x)|.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. Example showing some properties of the initial and the GVF’s vector fields mag-
nitudes on a real dataset. (a) Minimim Intensity Projection (MinIP) of the dataset.
(b) MinIP showing the Gauss-smoothed dataset with σ = 0.5 that was used to cal-
culate the initial gradient F (x). (c) MinIP of the GVF magnitude M(x) inside the
segmentation result. (d) Segmentation result; the axial cutting plane used in (e)-(h)
is indicated by a black line. (e) Axial slice of the dataset showing part of the trachea
and some thin low contrast airways. (f) Magnitude of initial vector field |F n(x)| before
applying the GVF. (g) Magnitude M(x) of the GVF field. (h) Segmentation result.

In the following sections, we will show how we utilize these properties for
airway centerline extraction and segmentation.
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2.2 Tube Centerline Extraction

To identify tubular objects and to extract their centerlines, the Hessian matrix
H(x) = ∇V (x) with its eigenvalues |λ1| ≤ |λ2| ≤ |λ3| and eigenvectors v1, v2,
and v3 is computed for all voxels in the image to obtain the tubes cross-sectional
plane spanned by v2 and v3. Based on this information, center points are iden-
tified as local directional minima in the medialness map M . In this way, center
points (colored points in Fig. 3(a)). To identify those center points that are re-
lated to tubular objects, a tube-likeliness T (x) is computed. For this purpose, a
circle is fitted to the data in the tubes cross-sectional plane. The quality of the fit-
ting determines the tube-likeliness. Compared to using a weighting of the eigen-
values of the Hessian matrix to determine a tube-likeliness [5, 6], this allows for
a higher selectivity. The fitting term [12] is computed as the mean flow through
the circle and depends on the radius r: T (x, r) = 1

2rΠ

∫ 2Π

α=0
〈V (α, r), D(α)〉 dα.

V (α, r) represents the GVFs vector at the circle point and D(α) defines a nor-
mal vector on the circle pointing towards its center. The integral is approxi-
mated by computing the sum over 32 discrete circle points. During the circle
fitting procedure, the radius is steadily increased until the circle touches an ac-
tual edge/surface of the object. Increasing r further results in a drop of T (x, r)
as the magnitude of the vectors drop off. Thus, the fitting is performed for in-
creasing radii as long as the fitting term increases. The best fit determines the
tube-likeliness T (x).

Applying this procedure to the GVF field results in a tube-likeliness measure
at the centerlines, as shown in Fig. 3(b). This information can be used for detec-
tion and centerline extraction of tubular objects. However, for thin low contrast
airways, the response may fall off strongly, if their gradient-magnitude is too
low so that they are not completely preserved in the GVF result (Figs. 2(f) and
(g)). Applying the same procedure with a radius of 0.5mm on the initial vector
field Fn(x) allows identification of these structures as shown in Fig. 3(b), and
therefore, the maximum of both responses is utilized to produce a combined
tube-likeliness volume. To extract the centerlines and to discard non-tubular ob-
jects, a hysteresis thresholding with th and tl is performed on the tube-likeliness
volume and neighboring centerline points are linked together into centerlines.
From these initial centerlines, short spurious centerlines with a length (below ts)
are discarded. In addition, centerlines with a mean tube-likeliness below tm are
removed. The resulting centerlines of the tubular objects are shown in Fig. 3(c).

2.3 Inverse Gradient Flow Tracking Tube Segmentation

After extraction of the airway centerlines, the associated image regions are seg-
mented. In the GVF field, the vectors flow towards the centers of the airways,
which correspond to the extracted centerlines (in case of tubular objects). By
following the direction of the gradient vectors, each voxel can be assigned to a
neighboring voxel and a path can be tracked for each voxel of the airway to its
centerline. Based on this assignment and the fact that the gradient magnitude
increases until the actual boundary is reached, the airways associated with the
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(a) (b) (c) (d)

Fig. 3. Intermediate results of the tube centerline extraction method. The tube likeli-
ness for the computed centerline points is shown as intensity value, and the extracted
centerlines are drawn in green. (a) Tube-likeliness for larger structures. (b) Tube-
likeliness for thin low contrast structures. (c) Extracted tube centerlines. (d) Segmen-
tation result showing the size of the airways.

individual centerlines are segmented by following the gradient flow tracking path
in the inverse direction. Starting from the points at the tubes center, neighboring
voxels fulfilling these criteria are merged iteratively to generate a segmentation
(Algorithm 1).

Algorithm 1 Inverse gradient flow tracking tube segmentation
input: GVF field V (x) with direction V n(x) and magnitude M(x)
input: centerline points C = {x1, x2, . . . , xn}
set S ← C
queue Q ← C
while Q �= {} do

x ← extract(Q)
for each voxel y ∈ Adj26(x) do

if y /∈ S and M(y) > M(x) and argminz∈Adj26(y)〈V n(y),−→yz〉 = x then
S ← S ∪ {x}
Q ← Q ∪ {y}

end if
end for

end while
output: segmented tube voxels S

Examples of segmented airway branches assigned to individual centerlines
generated with this algorithm are shown in Fig. 4. Note that the individually
segmented parts do not “leak” into side branches of the airway tree, and the
combination of all individually segmented airway branches provides a valid seg-
mentation of the complete airway tree. Another example segmentation is shown
in Fig. 2(h) where the segmentation of thin low contrast airways is clearly visible.

To discard non-airway structures and to assure a 6-connected segmenta-
tion result, the following post-processing was applied to the datasets. The ex-
tracted centerlines were dilated and added to the segmentation result to assure
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(a) (b) (c) (d) (e) (f) (g)

Fig. 4. Illustration of the inverse gradient flow tracking tube segmenation. (a) Ex-
tracted centerlines showing 4 selected centerlines. (b)-(e) Segmentations associated
with the selected centerlines. (f) Combined results of all tubular structures. (h) MinIP
of smoothed dataset for comparison.

6-connectivity. The actual airway tree was identified as the largest connected
segmented component and other segmented tubular structures were discarded.

3 Evaluation

The approach was applied to 40 clinical CT datasets of the thorax (undis-
closed reference segmentations) which were provided by the organizers of the
“Extraction of Airways from CT 2009 (EXACT09)” workshop. The datasets
were split into two sets of 20 training datasets where parameters were adapted
and 20 testing datasets. The following set of parameters was used for seg-
mentation of all 40 datasets: σ = 0.5, Fmax = 200, μ = 5 th = 0.5, tl =
0.1, ts = 5, and tm = 0.5. The GVF was computed using an iterative up-
date scheme with 500 iterations [7]. The segmentation results were sent to
the organizers, who in return provided evaluation results for the 20 test cases
(see Table 1). For information about how the reference segmentations were ob-
tained and the exact definition of the used performance measures we refer to
http://image.diku.dk/exact/information.php. On average, 63.0% of airway
branches were detected with an average detected tree length of 58.4%. The mean
leakage count was 5.0, and the mean false positive rate was 1.44% (median:
0.61%).

4 Discussion

The evaluation results show that our method achieves a good average airway
branch count (63.0%) without any major leakage. One exception is CASE39,
where some leakage occurred (3577mm3).

In the following, we discuss some properties of our approach. Examples of
segmentation results are shown in Fig. 5 and Fig. 6. As can be seen, the seg-
mented surface shows a good correspondence with the image data. The tube
detection/segmentation method is also capable of handling cases where the air-
way shape deviates from a perfectly circular or purely convex shape (e.g., trachea
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Table 1. Evaluation results on the twenty test cases.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 114 57.3 68.5 62.0 3 35.2 0.31
CASE22 270 69.8 218.9 66.2 9 474.6 1.60
CASE23 187 65.8 134.0 51.5 5 43.5 0.20
CASE24 139 74.7 113.9 70.0 8 176.9 0.59
CASE25 158 67.5 123.1 48.8 4 98.6 0.32
CASE26 59 73.8 51.2 78.0 2 274.3 2.70
CASE27 77 76.2 58.1 71.7 4 353.5 3.06
CASE28 86 69.9 66.9 61.0 1 49.6 0.43
CASE29 120 65.2 81.2 58.8 4 118.9 0.85
CASE30 114 58.5 87.5 57.2 5 98.9 0.64
CASE31 96 44.9 70.5 40.2 1 59.8 0.34
CASE32 101 43.3 80.3 36.8 1 175.2 0.86
CASE33 117 69.6 90.4 61.5 1 32.0 0.29
CASE34 250 54.6 184.6 51.6 11 358.1 1.05
CASE35 168 48.8 110.9 35.9 5 69.8 0.30
CASE36 294 80.8 330.6 80.2 5 78.6 0.25
CASE37 112 60.5 87.9 49.5 2 102.9 0.48
CASE38 64 65.3 51.2 77.1 4 311.0 2.64
CASE39 291 56.0 250.6 61.2 13 3577.0 9.21
CASE40 225 57.8 187.7 48.5 11 959.0 2.65

Mean 152.1 63.0 122.4 58.4 5.0 372.4 1.44
Std. dev. 75.7 10.4 75.2 13.2 3.6 785.4 2.06

Min 59 43.3 51.2 35.9 1 32.0 0.20
1st quartile 96 56.0 68.5 48.8 2 59.8 0.31
Median 119 65.3 89.2 59.9 4 110.9 0.61
3rd quartile 250 73.8 187.7 71.7 9 358.1 2.65
Max 294 80.8 330.6 80.2 13 3577.0 9.21
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of CASE18 in Figs. 5 and 6). Leakage into non-tubular structures is uncommon.
However, in case of emphysema some leakage was observed (e.g., CASE14 in
Fig. 5).

An additional advantage of our approach is that the presented centerline ex-
traction method may be easily extended to extract the complete curve skeleton
of the airway tree. This can be achieved by obtaining connections between the
individual centerlines based on the GVFs medialness property as we showed in
our previous work [6]. An example of the skeleton extracted with our method
from the already computed GVF field is shown in Fig. 7(a). For comparison,
we also extracted a skeleton with the skeletonization approach presented by
Palagyi et al. [13] based on the binary segmentation obtained with our pre-
sented GVF segmentation approach. A comparison with other skeletonization
approaches is provided in [6]. As can be seen, the skeleton extracted with our
GVF based approach has high quality.

Regarding computation time, we utilize a GPU (graphics processing unit) im-
plementation using the CUDA framework1 for computation of the GVF. Other
parts of the implementation are not optimized. On average, our algorithm re-
quires 6 minutes for segmentation of the airways using an NVIDIA Tesla C1060
card processing the whole dataset. This time can be reduced to 2 minutes when
the computation is restricted to an axis aligned subvolume surrounding the lung
area.

5 Conclusion

In this work we presented an approach for the identification and segmentation of
airway trees in CT data based on GVF. First, the method extracts centerlines of
the airways. This information is then utilizes in an inverse gradient flow tracking
step for the actual segmentation of individual airways. In addition, the utilized
GVF field may also be used for the extraction of a high quality skeleton.
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Fig. 5. Examples of segmentation results (EXACT09 database). From top to bottom:
CASE03, CASE14, CASE18, CASE24. From left to right: 3D visualization of result;
coronal slice showing CT data; coronal slice showing the segmentation result.
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Abstract. We present an automated approach for airway tree recon-
struction from CT images. Our approach performs an initial identifica-
tion of tubular structures, followed by a reconstruction of the airway
tree. During the reconstruction step, tubular objects that are part of the
airway tree are identified and linked together based on prior knowledge
about the structure of human airway trees. A major advantage of our
approach is that it handles local disturbances robustly, as demonstrated
by our experiments.

1 Introduction

Segmentation of airway trees in lung CT data is a prerequisite for several clin-
ical applications including diagnosis and monitoring of lung disease or surgical
planning. To facilitate such applications, it is highly desirable to have an au-
tomated airway segmentation method which is robust. The main challenges in
the context of airway tree segmentation are: noise, inhomogeneous appearance
of the airway wall due to partial volume effects, motion artifacts, or lung disease
(e.g., emphysema).

In the literature, several airway tree segmentation methods have been pre-
sented. An overview is given in the survey of Sluimer et al. [1], and newer
approaches are discussed in [2]. Frequently, region growing or front propaga-
tion methods [3–5] are utilized that make some assumptions about the den-
sity (gray-values) of airways in CT data. More sophisticated variants of front
propagation methods try to avoid segmentation errors by constantly analyzing
local segmentation results and by adapting parameters accordingly. Different ap-
proaches have been proposed [3, 6, 4] that utilize local information like radius or
branching angle. To enhance robustness, compared to methods that solely rely
on density/gray-value information for airway segmentation, some approaches fo-
cus on airway candidate detection using mathematical morphology [7], template
matching techniques [8], or voxel classification based on different image descrip-
tors [9, 10].
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Many of the available approaches have problems in dealing with local dis-
turbances (e.g., motion artifacts) or pathology (e.g., obstructed airway) which
frequently results in incomplete airway segmentations. Graham et al. [2] ad-
dressed this problem by building an airway tree from candidate airway branch
segments by computing connection costs between branches and using graph the-
oretic approaches to extract the airway tree [2]. However, their method does not
consider possible connections in the context of the complete airway tree structure
which can lead to false connections.

In this work, we present an automated approach for the reconstruction of
airway trees that is robust against local disturbances which can result from
disease or imaging artifacts, for example.

2 Method

Our method consists of two main processing steps. First, all tubular structures
are identified in the dataset. Second, the airway tree is reconstructed from these
tubular objects by utilizing knowledge about the tree structure. During this
step, tubular objects that are not related to airways are discarded. In addition,
tubular objects that are part of the airway tree are linked together. Consequently,
potential gaps between airway branches, that may occur due to disturbances
(e.g., imaging artifacts), are closed. Fig. 1 illustrates the individual processing
steps by showing intermediate results.

2.1 Detection and Description of Tubular Objects

Airways form tubular tree structures that can be detected by utilizing a tube
detection filter (TDF), because in CT data, the airway branches appear as elon-
gated structures with varying diameter that are darker than the surrounding
tissue. To detect and describe these structures, a TDF combined with a center-
line extraction method based on a ridge traversal is utilized.

The utilized multi-scale TDF extends the works presented in [11, 12]. Specif-
ically, our method achieves an increased robustness and minimizes artifacts by
utilizing additional constraints. Therefore a radius dependent tube-likeliness
measure R(x, r) is computed for every point x in the image domain for a
set of different radii. To obtain R(x, r) for a given radius r, an offset medi-
alness function and an adaptive threshold are used that utilize two different
scales simultaneously: σH = r and σB = rη with 0.0 ≤ η ≤ 1.0. While the
scale σH is large and and is used to cover the whole structure, σB is smaller
and is utilized for obtaining boundary information. First, the Hessian matrix
H(x) = σ2

H
[
(∂2I(σH))/(∂xi∂xj )

]
with its associated eigenvalues |e1| ≥ |e2| ≥ |e3|

and eigenvectors v1, v2, and v3 is computed, where I(σ) = Gσ �I(x) corresponds
to the original image at scale σ. Based on this information, “dark” structures
(low density) are identified (e1 > 0 and e2 > 0). For these points, an offset
medialness function is computed based on boundariness contributions bi which
are sampled along a circle in the tubes cross sectional plane defined by v1 and
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Illustration of the processing steps of our airway tree reconstruction approach.
(a) Volume rendering of the utilized dataset. (b) Tube detection filter response. (c) Cen-
terlines of initially extracted tubular objects. (d) Initially extracted tubular objects
with associated radii/tangent directions. (e) Tree reconstruction step showing the iden-
tified tubular objects belonging the airway tree (blue), the discarded tubular objects
(red), and the closed gaps (green). (f) Reconstructed airway tree.

v2. The boundariness contributions are calculated at N = �2πr +1� points with
varying angle αi = (2πi) /N (N is limited to the range 16-100). The individual
boundariness values B(x) = σB∇I(σB)(x) represent a measure for the contribu-
tion of the gradient in the radial direction vαi = cos(αi)v1 + sin(αi)v2 of the
tube: bi = |B(x + rvαi

)vαi
|. Based on the average b(x, r) = 1

N

∑N−1
i=0 bi and

the variance s2(x, r) = 1
N

∑N−1
i=0

(
bi − b

)2
of these boundariness samples, the

offset medialness function is computed: R0(x, r) = b(x, r)(1 − s2(x, r)/b(x, r)2).
The second term that includes the variance allows suppressing responses for not
circular symmetric structures. To avoid wrong responses that could occur near
edges, an adaptive thresholding scheme based on the gradient magnitude is used
to suppress such responses, and the final medialness response for a given ra-
dius is computed: R(x, r) = max{R0(x, r) − σH|∇I(σH)(x)|, 0}. The mutli-scale
response Rmulti(x) = maxrmin≤r≤rmax

{R(x, r)} is obtained as the maximum
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response over all radii, which also yields the associated radius r and tangent
direction t = v3 for each point.

An example of the TDF response is shown in Fig. 1(b). The response in-
creases towards the tube center. Consequently, the tubular objects form ridges.
As can be seen in Fig. 1(b), the filter enhances dark tubular structures (air-
ways) without producing artifacts or responses to other image structures like
the lung surface, for example. However, the response decreases in proximity of
junctions, and is lower for thin low contrast airways. Consequently, separating
the tubular structures from noise based on a simple global thresholding would
not be robust. To address this issue, a ridge traversal procedure with a hysteresis
thresholding scheme is utilized to extract centerlines. The centerlines are then
analyzed and noise induced responses are discarded. The procedure requires a
starting point x0 for every ridge and an estimate of its tangent direction which
is provided by the TDF. All local maxima in the TDF response with a value
Rmulti(x) > thigh are considered as starting points and used for initialization
of the traversal. Starting from a given point x0, the ridge is traversed in both
directions t0 and −t0. Given a point on the ridge xi, the next point xi+1 on
the ridge in the traversal direction ti is chosen as the local neighbor xn

i with
the highest value of Rmulti(xn) that satisfies

−−→
xixn

i · ti > 0. The traversal direc-
tion t(xi+1) = sign(−−−−→xixi+1 · t(xi+1))t(xi+1) is updated to maintain the correct
direction, and the procedure is repeated as long as Rmulti(xi+1) stays above a
given threshold tlow or an already traversed point is found. Thus, object center-
lines {lj}m

j=1 are extracted for all tubular objects, consisting of an ordered set
of points {lj}m

j=1 with associated radius rj
i and tangent directions tj

i . To discard
short spurious responses (noise), all centerlines with an accumulated TDF re-
sponse below tconf are discarded. For the remaining centerlines the radius and
tangent directions are re-estimated by averaging over the ±5 local neighbors
along the centerline. The centerlines are split into subparts at local angles larger
than 90◦ to guarantee that at furcations at least one of the centerlines has an
endpoint. This is a necessary prerequisite for the next processing step. The angle
is determined based on the ±5 local neighbors along the centerline.

Figs. 1(c) and (d) depict the resulting descriptions of the identified tubular
objects. Fig. 1(c) shows only the centerline information, while in Fig. 1(d) also
the associated radius and tangent direction are displayed using a cylinder with
appropriate orientation and radius. As can be seen, major parts of the airway
tree can be extracted with this approach. However, two problems remain that
have to be addressed. First, the centerlines of the tubular objects may break up
at junctions or in disturbed regions (e.g., motion artifacts). Second, some false
positive responses caused by other low density (dark) tube-like structures that
are not airways are also present.

2.2 Tree Reconstruction

For reconstruction of the airway tree, tubular objects that are part of the actual
airway tree need to be identified, and all other unrelated tubular objects must
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be discarded. For this purpose, the structure and the relation between the iden-
tified tubular objects is analyzed. In addition, prior knowledge is utilized for the
reconstruction. Starting from the trachea, the airway tree furcates recursively.
At furcations, the radius of the child branches decreases. In addition, no abrupt
changes of the tangent direction occur. Our method incorporates this knowledge.
Beginning with the trachea, tubular objects that follow this pattern are merged.

During the tree reconstruction process, a graph-based representation of the
whole tree is derived, describing the tree structure. In this graph, nodes represent
branchpoints and edges correspond to tubular objects connecting these branch
points. For all tubular objects lj , the average radius rj is determined and the
proximal/distal direction of the tube element dj ∈ {+1,−1}; dj = +1 if the
direction is from the first centerline point to the last or dj = −1 otherwise. In
addition, we define the angles αl = ∠

(−−−→
xl

kx
j
i , d

ltlk
)

and αj = ∠
(−−−→
xl

kx
j
i , d

jtji
)

and

the distance d = max
(
0, |−−−→xl

kx
j
i | − rl

k

)
between points xj

i and xl
k of the tubular

objects which are required for the tree reconstruction process. (Fig. 2).

Fig. 2. Branch angles and the distance between tubular structures as used by the tree
reconstruction.

Starting from the trachea, the airway tree is reconstructed by iteratively
merging unconnected tubular objects. Therefore, connection confidences are cal-
culated between endpoints of unconnected tubular objects and the current air-
way tree: c(xj

i ,x
l
k) = exp(−αj/2ρ2)(1 + d/rj). This confidence decreases with

increasing distance and increasing angle. In addition, to be considered a valid
connection, the following constraints have to be fulfilled:

1. the branching angle must not be too large (αj ≤ γa and αl ≤ γa),
2. the radius must not increase (rj ≤ γrrm; where rm is the smallest radius on

the whole path from the trachea),
3. the connection distance must not be too large (d ≤ γd), and
4. a minimum connection confidence is required (c ≥ γc).

After determination of the connection with the highest confidence that fulfills all
above described constraints, the associated tube element is added to the airway
tree and the structural representation is updated. In addition, the identified
connection is also added to the airway tree by using a linearly interpolated
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path. By applying the method recursively, gaps between unconnected airway
branches are closed and a connected skeleton of the whole airway tree is obtained,
which includes additional radius and tangent direction for each centerline point
(Figs. 1(e) and (f)).

2.3 Preprocessing Steps for Automated Airway Tree Reconstruction

The above outlined principle is general applicable. To fully automate the ap-
proach for airway detection, the input CT dataset is preprocessed to discard
non lung tissue and to restrict the search area for tubular objects. Therefore a
rough lung mask is generated by using thresholding (< −700HU), connected
component analysis, and morphological closing with a ball structuring element
with a radius of 10 voxels. All voxels outside this lung mask or with a value larger
than −700HU in the original dataset are set to −700HU . The resulting dataset
was used as input for our method. The trachea is identified automatically by
searching for the largest tubular object located at the center of the volume.

3 Evaluation

Our approach was applied to 40 clinical datasets (with undisclosed gold stan-
dard) which were provided by the organizers of the “Extraction of Airways
from CT 2009 (EXACT09)” workshop (http://image.diku.dk/exact). The
datasets were split in two groups of 20 training datasets, where the parameters
have been adapted and 20 testing datasets. For information about how the ref-
erence segmentations were obtained and the exact definition of the used perfor-
mance measures we refer to http://image.diku.dk/exact/information.php.

The following parameter were used to process the test datasets. The tube
detection was performed on 15 radius steps on a logarithmic scale between radii
0.25mm and 10mm with η = 0.7 (the variance term of the boundariness samples
in the offset medialness function was omitted for radii ≤ 0.5mm); thigh = 35,
tlow = 25 and tconf = 150 for the centerline extraction; ρ = 0.5, γa = 90◦,
γr = 1.3, γd = 40mm and γc = 0.1 for the tree reconstruction.

For evaluation, binary volume datasets were required that contain a single
6-connected airway structure. Our airway tree reconstruction method produces a
26-connected airway tree skeleton with corresponding radius information. Thus,
to obtain a binary volume dataset, we performed an inverse distance transforma-
tion to obtain a rough segmentation and dilated the so obtained reconstruction
to assure 6-connectivity. The generated segmentations were sent to the organiz-
ers, who in return provided evaluation results. Table 1 summarizes the evaluation
results for the 20 testing datasets. On average, 57.9% of airway branches were
detected with an average detected tree length of 55.2%. The mean leakage count
was 6.5, and the mean false positive rate was 2.44% (median: 1.41%).
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Table 1. Evaluation results on the twenty test cases.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 100 50.3 54.6 49.4 1 102.5 1.09
CASE22 296 76.5 258.7 78.3 23 1311.2 3.91
CASE23 232 81.7 201.0 77.2 14 700.5 2.81
CASE24 148 79.6 121.0 74.4 5 288.7 1.18
CASE25 157 67.1 134.0 53.2 9 1693.0 6.08
CASE26 39 48.8 29.4 44.7 4 254.1 5.13
CASE27 38 37.6 27.6 34.1 1 56.8 1.08
CASE28 70 56.9 50.9 46.5 2 8.6 0.09
CASE29 118 64.1 83.6 60.5 3 222.6 1.56
CASE30 91 46.7 70.2 46.0 1 47.6 0.32
CASE31 100 46.7 73.8 42.0 1 64.7 0.38
CASE32 125 53.6 118.6 54.4 2 34.8 0.14
CASE33 117 69.6 99.1 67.4 15 931.2 7.56
CASE34 296 64.6 233.5 65.3 6 167.3 0.49
CASE35 187 54.4 133.2 43.1 2 123.3 0.57
CASE36 239 65.7 283.0 68.7 8 661.1 2.12
CASE37 96 51.9 82.8 46.6 5 360.2 2.25
CASE38 40 40.8 30.8 46.3 2 79.6 1.25
CASE39 210 40.4 198.1 48.4 8 745.7 2.61
CASE40 237 60.9 219.6 56.7 17 3678.0 8.07

Mean 146.8 57.9 125.2 55.2 6.5 576.6 2.44
Std. dev. 81.8 13.0 80.3 12.8 6.3 864.9 2.46

Min 38 37.6 27.6 34.1 1 8.6 0.09
1st quartile 91 46.7 54.6 46.0 2 64.7 0.49
Median 122 55.6 108.8 51.3 5 238.3 1.41
3rd quartile 237 69.6 219.6 68.7 14 931.2 5.13
Max 296 81.7 283.0 78.3 23 3678.0 8.07
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4 Discussion

In this paragraph, we discuss properties of our approach based on two examples.
In Fig. 3, a case with emphysema is shown. Several structures that are similar
to airways are present in the image data. They are hard to distinguish solely
based on gray-value appearance. Without utilizing prior knowledge about the
structure of airway trees, a correct segmentation is hard to achieve, and simple
algorithms will likely show leakage. As shown in Fig. 3(b), our approach initially
also identifies some of these structures as tubular objects. However, the con-
straints incorporated into the tree reconstruction step successfully prevent that
such structures are added to the airway tree (Fig. 3(d)). In the example shown
in Fig. 4, a tumor infiltrates the airway wall and blocks one of the lower airway
branches completely, such that the airway tree appears to be unconnected in the
image data. Contrary to region growing or front propagation approaches, our ap-
proach identifies the unconnected airways and allows us to link them together.
This ability enables our method to handle local disturbances robustly.

(a) (b) (c) (d)

Fig. 3. Emphysema lung CT data. (a) Volume rendering of the dataset. (b) Identified
tubular objects. Note that some of the “pathological” structures have been detected
as tubular objects. (c) Tree reconstruction step showing the identified tubular objects
belonging to the airway tree (blue), the discarded tubular objects (red), and the closed
gaps (green). (d) Reconstructed airway tree.

Compared to other methods, we achieve a good trade-off between “branch
count”/“tree length” and leakage. Fig. 5 depicts the three cases with the largest
“leakage volume”. Two points can be observed: i) the majority of the “leaks”
detected by the workshop organizers are due to surface representation inaccura-
cies (Figs. 5(c) and (d)) and ii) blobs are included in some airway segmentations
(Figs. 5(a) and (b)). Point i) can be explained as follows. Our approach pro-
duces a description of the airway tree on a structural level (centerline points,
radius, tangent direction), but not a voxel or sub-voxel accurate segmentation
of the inner and/or outer airway wall(s). In addition, since results were required
to be 6-connected, we decided to dilate our results, which clearly negatively im-
pacts leakage performance metrics. As shown in Fig. 5(d), voxels are classified
as leakage, if the segmentation is thicker than the reference segmentation even
if its structure is correct. Point ii) was caused by a bug in the software that
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(a) (b) (c)

(d) (e)

Fig. 4. Dataset with a large tumor that infiltrates and blocks one airway branch com-
pletely (indicated by the arrow). Note the gap between the airway branches at the
tumor region. (a) Coronal slice of the dataset. (b) Volume rendering of the dataset.
(c) Identified tubular objects showing also a gap between airway branches. (d) Tree
reconstruction step showing the identified tubular objects belonging the airway tree
(blue), the discarded tubular objects (red), and the closed gaps (green). (e) Recon-
structed airway tree.

transformed our structural airway description into the binary volume dataset
which was discovered after the evaluation. In the future we plan to improve our
method by adding a surface segmentation step. The generated structural infor-
mation will be utilized as a shape prior to constrain a consecutive segmentation
step. The presented methods for tube detection, centerline extraction, and tree
reconstruction are generic and can be utilized in other application domains.

Compared to simple airway segmentation approaches (e.g. region growing)
our approach is more complex. However, TDFs as used with our approach are
highly parallelizeable and well suited for a GPU (graphics processing unit) based
implementation. Using a CUDA1 based implementation of the TDF running on
an NVIDIA Tesla C1060 card, the TDF response is computed on average in
approximately 30 seconds per scale for the whole dataset. Using axis aligned
subvolumes that just contain the lung area, computation time can be reduced to
about 10 seconds per scale. The Processing time for preprocessing, ridge traver-
sal, and tree reconstruction combined are about 30 seconds. Overall, computation
time using such a subvolume containing only the lung is about 3 minutes.

1 http://www.nvidia.com/object/cuda home.html
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(a) (b) (c) (d)

Fig. 5. Examples of reconstructed airways with a high “leakage volume”. (a) CASE40:
“leakage count”=17; “leakage volume”=3678.0 mm3. (b) CASE25: “leakage count”=9;
“leakage volume”=1693.0 mm3. (c) CASE22: “leakage count”=23; “leakage vol-
ume”=1311.2 mm3. (d) CASE22 comparison to gold standard: voxels classified as
leakage (red), correct voxels (green), missed airways (yellow).

5 Conclusion

In this work we presented an automated approach for the reconstruction of air-
way trees from CT datasets. The approach utilizes local appearance information
in combination with prior knowledge about the structure of airway trees. It first
identifies tubular objects which are then grouped together to form an airway
tree. As demonstrated on examples, our approach allows to robustly deal with
cases where parts of the airway tree are locally disturbed.
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Abstract. Three-dimensional segmentation of airways from multi-slice
computed tomography (MSCT) is a key point in the development of
computer-aided tools for respiratory investigation. The expected bene-
fits are related to diagnosis improvement of airway pathologies, preoper-
ative planning and follow-up. The segmentation issue becomes even more
challenging with regard to the high variability of the MSCT image acqui-
sition in clinical practice due to the different CT scanners used and the
various protocols (mainly at low dose). This paper develops a generic and
automated 3D airway segmentation approach able to deal with a large
spectrum of MSCT protocols by exploiting a combined morphological-
aggregative methodology. The proposed method was independently as-
sessed by an external group of medical experts in the context of a segmen-
tation challenge, on a database consisting of 20 thorax MSCT datasets.
This database included acquisitions from several clinical centers equipped
with different CT scanners and using various protocols. The evaluation
results show a good performance of the developed approach in terms
of airway segments detection accuracy, in the context of highly variable
MSCT input data.

1 Introduction

Many approaches dedicated to the segmentation of airways from CT data have
been developed in the last decade [1–9], but today there is no independent eval-
uation of their robustness and accuracy with respect to the variability of the
clinical protocols and the CT devices used in clinical practice.

This paper develops an automated and generic method for 3D airway re-
construction from MSCT and assesses it by an independent expert consortium
on a shared database (http://image.diku.dk/exact/) specially built-up to match
most of the current situations met in clinical routine. The segmentation scheme
and the options used for the adaptation to the MSCT protocols are presented in
detail in Section 2. The independent evaluation results and an overall discussion
are given in Section 3.
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2 Method

The approach presented in this paper is an extension to low-dose MSCT acqui-
sitions of the technique developed in [9]. It consists of two main steps, airway
candidates selection and distal airway reconstruction, which are discussed in the
following. The method is applied to grayscale windowed MSCT data obtained
from the original Hounsfield Unit (HU) values using the LUNG window [-1000,
250] HU. During data conversion, the scan orientation is automatically corrected
by comparing the surface of the body cross-section on the first/last ordered im-
ages in the DICOM sequence. The lungs are detected on a coronal projection
(volume rendering) of the DICOM volume by means of morphological operators
and the first/last images of the sequence are set-up according to the lungs extent.

2.1 Airway candidates selection
The selection of the airway candidates exploits the flood size-drain leveling
(FSD)1 morphological operator which is defined as follows. Let f : X ⊂ �3 → �
denote the 3D image relief, and gn : X → � a constraint function derived from
f by means of an increasing operator:

gn = min(f ⊕ Bn, f ⊕ B̌n), (1)

where Bn denotes an upstream neighborhood of size n, B̌n the symmetric set of
Bn with respect to its origin, and ⊕ the Minkowski addition. Note that g(x) ≥
f(x), ∀x ∈ X . The flood size-drain leveling of f “floods” the f relief up to a
“draining” level imposed by the size of the f “basins” (Fig. 1), and can be
expressed by means of the grayscale reconstruction by erosion [10] operator as:

FSDn
f = Rε

f (gn) = 	∞

f (gn), (2)

where 	∞

f (g) denotes the geodesic erosion of g within f , of infinite size, and gn

is given by eq. 1.
Let us consider the image f in Fig. 1(a), top row, and its interpretation in

terms of topographic relief, bottom row. f is a two-dimensional simulation of
a pulmonary field, where the central structure represents the airway tree, and
the small-size valleys denote other low-regions in the lung parenchyma. The idea
exploited in [9] for airway candidate selection consists of applying the FSDn

f

operator in a multiresolution scheme, first using a small n-value to “flood” small-
size “valleys” disconnected from valleys of size larger than n (Fig. 1(b)), then
using a n-value equal to the size of the trachea, in order to “flood” the airway
region (Fig. 1(c)). Airway candidates result from an adaptive thresholding of the
difference between the filtered data (Fig. 1(d)).

Note that, the FSD ability to “flood” a given region in the image depends
on two factors: the region topography should be basin-like and its size has to
be smaller than the FSD size. In low-dose MSCT data, noise and partial vol-
ume effect may induce local intensity reduction at the level of the airway wall,
1 previously introduced as sup-constrained connection cost [9]
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which in terms of topographic image interpretation is equivalent with a wall in-
terruption (Fig. 2(a)). In this case, the FSD operator will fail to select the region
surrounded by the airway wall, as this zone is no more a “basin” in the image
relief (Fig. 2(b)). In order to preserve the selection property required, we define
an additional constraint related to the size m of the largest accepted interruption
in the basin’s wall. An extended operator results, the closing FSD, given by:

CmFSDn
f = Rε

f•Sm
(gn), (3)

where f • Sm denotes the morphological closing of f by a spherical structuring
element of radius m. Note that, a generalization of such operator can be obtained
by replacing the morphological closing with any function h ≥ f . By applying
the CSFD operator with a small m-size (usually m = 1), the basin selection
property is preserved (Fig. 2(c),2(d)).

(a) f (b) FSDt

f (c) FSDT

f (d) FSDT

f − FSDt

f

Fig. 1. Illustration of the FSD filtering principle used in airway candidates selection
in [9].

Note however that, the CT acquisition protocol may impact on the to-
pographic properties of the image relief which describes the airway lumen as
“basins” in the lung parenchyma. Consequently, several filters may be applied
to the original data (smoothing, median, directional) prior to the candidate se-
lection scheme. Their parameters will be discussed in Section 3. The airway
candidates are obtained according to the procedure synthesized in Fig. 3, while
Fig. 4 illustrates some intermediate results. First, the trachea cross-section is
detected on the first image of the MSCT volume, then the whole trachea is ex-
tracted down to the level of the carina (bifurcation into the main bronchi), using
a region-growing approach, Fig. 4(a). The maximum size of the trachea cross-
section, T , is simultaneously computed. A successive filtering of the MSCT relief
f using CmFSDn

f is performed as in Fig. 2, first with n = 3 for noise suppression,
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then using n = T for airway flooding. An adaptive thresholding of the difference
Cfill(f) = CmFSDT

f − CmFSDt
f provides a first candidates set for airways,

Fig. 4(b). The threshold is automatically computed on the non-zero region of
Cfill(f) which is spatially connected with the trachea. The threshold value is
given by s = μ + 2σ, where μ and σ denote respectively the mean and standard
deviation estimated for Cfill(f) values belonging to the [1, 25] interval. An ar-
tifact reduction procedure is applied slice-by-slice and validates each candidate
cross-section which has at least 50% contour points adjacent to a dense tissue
(bronchus wall). Parts of invalid components (Fig. 4(b), gray) which are up-
ward/downward connected with a valid component are also preserved, Fig. 4(c).

(a) f (b) FSDT

f (c) C1FSDt

f (d) C1FSDT

f

Fig. 2. Illustration of the CmFSD filtering principle for airway candidates selection.

Fig. 3. Airway candidates selection: synoptic scheme.

At this point, the procedure can perform in two modes, automatic or semi-
automatic. In the automatic mode, the airway candidates are selected as the
only 3D component connected with the trachea, previously detected, Fig. 4(d).
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In the semi-automatic mode, the user interactively selects the components to
keep.

(a) Lc1 (b) Lc2 (c) Lc3 (d) Lcand

Fig. 4. Intermediate results of the automatic airway candidate selection procedure of
Fig. 3.

Note that, in particular cases where the airway lumen intensity is locally
higher than the normal, due to respiratory or metallic artifacts, cardiac mo-
tion, mucoid impaction or stenoses, several connected components of airway
candidates will be present, and, in this case, an interactive selection mode is
recommended.

2.2 Distal airway reconstruction
The reconstruction of distal airways exploits several propagation schemes which
are applied iteratively, until the convergence is reached. The propagation starts
from the airway candidates which are supposed to be properly located inside the
airway lumen, and progressively invests the lung regions. Three conditions have
to be met by the new aggregated zones (voxels):

1. either belong to a “tunnel” configuration in terms of tissue density/image
intensity, which applies mainly to the reconstruction of small-caliber airways,

2. or belong to a quasi-constant region inside the airway lumen, which applies
to the segmentation of medium-caliber bronchi,

3. and avoid or, at least limit, the “leakage” in the lung parenchyma; in this
respect, an additional constraint, let us call it “viscosity”, can be imposed
in the propagation scheme in order to locally stop the growth.

If Lcand denotes the airway candidates subset, ν ∈ Lcand a border point, x
a free neighbor of ν (in 26-connectivity), and f : Y ⊂ �3 → � the CT image
intensity function, the following propagation schemes are defined in order to test
the inclusion of x in Lcand.

A. Low-resolution tunnel propagation (LRTP)
Generally associated with a low-pass filtering (Gaussian smoothing) of the

original CT data f , it requires the acceptance of at least one of the following
conditions:
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1. Test of tunnel configuration
A local neighborhood of x orthogonal to the propagation direction νx of first

(ϑ⊥
1,ν(x)) and second order (ϑ⊥

2,ν(x)) is used, Fig. 5. The following criteria have
to be simultaneously met:

– x is a local minimum of f with respect to the neighborhood ϑ⊥
1,ν(x)∪ϑ⊥

2,ν (x),
i.e. ∀y ∈ ϑ⊥

2,ν(x), there is no descending path on the f relief restricted to
ϑ⊥

1,ν(x) ∪ ϑ⊥
2,ν(x), leading from x to y.

– if y denotes the mass center of the {f(ϑ⊥
1,ν(x) ∪ ϑ⊥

2,ν(x))} and d(x, y) the
Euclidean distance between x and y (in voxel units), then d(x, y) ≤ dc(x),
where dc(x) = 2 for “viscous” propagation, otherwise dc(x) = {√3, 2, 3} for
x {6−, 18−, 26−} connected neighbor of ν.

– if ρ denotes the correlation coefficient computed between the “relief” of
f(ϑ⊥

1,ν(x) ∪ ϑ⊥
2,ν(x)) and a bowl-shape, x is added to Lcand if either (1)

ρ ≥ 0.5, or (2) 0.2 < ρ < 0.5 and a f value increase in the νx direction is
checked, f(x + νx) > min{f(ϑ⊥

1,ν(x))} and f(x + 2νx) > min{f(ϑ⊥
2,ν(x))}.

2. Test of quasi-constant region inside the airway lumen
Such test is performed in a 5-voxel length region in the νx propagation di-

rection.

– first, to avoid the leakage in the parenchyma, a f value large enough to be
considered as airway wall should be found in a cone-shaped neigborhood of
x, on each direction νy, y ∈ ϑn,ν(x) (Fig. 6), within a distance of T/3, where
T denotes the size of the trachea cross-section (cf. §2.1).

– second, considering the directional neighborhoods of x in Fig. 6, the av-
erage value of f computed on each of them should satisfy the relation:
E{f(ϑn,ν(x))} ≤ E{f(ϑf,ν(x))}.

– finally, the f -value oscillation amplitude in the νx direction should be smaller
than a constant ko(x) = {7, 10, 14} for x {6−, 18−, 26−} connected neighbor
of ν. The f -value oscillation amplitude is computed either along the νx direc-
tion, in normal propagation mode, or within the “far” neighborhood shifted
in each point along the νx segment,

⋃
y∈νx ϑf,ν(y), in “viscous” propagation

mode.

ν
x

(a) 6-c configuration.

ν

x

(b) 18-c configuration.

x

ν

(c) 26-c configuration.

Fig. 5. First and second order neighborhoods of x in the plane orthogonal to νx, ϑ⊥

1,ν(x)
(light grey) and ϑ⊥

2,ν(x) (dark grey), respectively, according to the ν − x connectivity.
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νx

(a) 6-c configuration.

x

ν

(b) 18-c configuration.

x

ν

(c) 26-c configuration.

Fig. 6. Directional “near” and “far” neighborhoods of x with respect to its position
relative to ν (6-, 18-, 26- connectivity): ϑn,ν(x) (grey) and ϑf,ν(x) (black).

B. High-resolution tunnel propagation (HRTP)

The HRTP scheme includes the same conditions as the LRTP and adds a
regularizing one which may facilitate the acceptance of a ν neighbor, x, in the
airway lumen set Lcand.

3. Regularization condition

In addition to the first two requirements of the tunnel configuration test in
LRTP, x has to fulfill a neighborhood occupancy condition: No(x) + μf (x) >
Nf (x)+μo(x)+σo(x)+T100(f(x)), where No(x) and Nf (x) denote respectively
the number of occupied and free 26-neighbors of x, μo(x) and μf (x) the average
f values computed on No(x) and Nf (x), σo(x) the standard deviation of f on
No(x), and Ta the thresholding operator, Ta(u) = {u, if u ≥ a; 0 otherwise}.

The distal airway reconstruction scheme implemented is summarized in Fig. 7.
Note that, as in § 2.1, a prefiltering of the original data f might be needed ac-
cording to the CT scanning protocol used. These parameters will be discussed
in Section 3. A multi-resolution tunnel propagation (MRTP) module is designed
as a succession of a LRTP and a HRTP (which can be applied either in normal
or “viscous” mode), followed by a 3D hole filling and by a HRTP in “viscous”
mode, Fig. 7(a). The distal airway reconstruction starts by reinforcing the airway
candidates by means of a LRTP in normal mode, Fig. 7(b). Then, the MRTP
scheme is applied successively in normal and “viscous” mode. The intermediate
propagation results are illustrated in Fig. 8.
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(a) Multi-resolution tunnel propagation (MRTP) scheme.

(b) Distal airways reconstruction.

Fig. 7. Reconstruction of distal airways: synoptic scheme. Note that, if no data pre-
filtering is used (r = 0), then σ = 0.1 in the LRTP scheme.

(a) La2 (b) La3 (c) La4 (d) Law

Fig. 8. Intermediate and final results of the distal airway segmentation procedure of
Fig. 7(b).

3 Results and discussion

The developed segmentation approach was assessed in the framework of the
EXACT’09 challenge (http://image.diku.dk/exact/) by a group of independent
experts[11]. The evaluation database included 20 pairs of anonymized MSCT
cases of various pathologies, acquired in different hospital centers using several
CT scanners and protocols (Table 1). Half of them represented the training test,
for algorithm parameter tune-up, and the other half constituted the testing set.
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A ground truth was defined as the union of all valid airway segments from
all submitted segmentations, and all submissions were subsequently evaluated
with respect to this ground truth.

Table 1. Description of the evaluation dataset, the algorithm parameters used and the
recorded running time (test set only). Here, G denotes a Gaussian filter of parameters
G(1,0.2).

CASE MSCT Reconstruc- X-ray Colli- z sam- Prefiltering Running
number scanner tion kernel dose mation pling Fig. 3 / time

(mAs) (mm) (mm) Fig. 7(b) (min:sec)

1, 21 Siemens B50f 200 0.6 0.5 G / G 6:07
2, 22 Siemens B50f 200 0.6 0.6 G / G 14:11
3, 23 Siemens B50f 200 0.75 0.5 G / G 12:26
4, 24 Toshiba FC12 10 1.0 0.8 7:33
5, 25 Toshiba FC10 150 1.0 0.8 7:34
6, 26 Toshiba FC12 10 1.0 0.8 3:20
7, 27 Toshiba FC10 150 1.0 0.8 2:45
8, 28 Siemens B30f 300 1.25 ? 3:59
9, 29 Siemens B50f 300 1.25 ? 4:17
10, 30 Philips D 120 1.0 1.0 2:04
11, 31 Philips D 120 1.0 1.0 2:23
12, 32 Philips D 120 1.0 1.0 3:31
13, 33 Siemens B60f 222 1.0 1.0 5:20
14, 34 Siemens B60f 321 1.0 0.8 5:23
15, 35 GE STD 357 0.625 0.625 4:53
16, 36 Philips C 184 1.0 0.7 6:57
17, 37 Philips B 64 1.0 0.7 5:46
18, 38 Philips C 51 1.0 0.7 5:40
19, 39 Siemens B70f 361 1.0 1.0 G / G 4:29
20, 40 Siemens B70s 108 1.0 1.0 G + d3

f∧∨
/ G 3:56

Airway segments were visually assessed on a set of extracted slices from both
a reoriented view and a reformatted view with straightened airway centerlines.
Each segment was scored as ”correct” or ”wrong”, by at least two observers.
The criterion used is whether the extracted airway segment indeed belongs to
the airway tree; the exact airway shape and dimensions were not taken into
account.

In our case, the only parameter tuning was at the level of prefiltering of
the original data (Fig. 3, 7(b)). The filters considered here were: a Gaussian
smoothing G(r, σ), where r denotes the kernel radius and σ the considered stan-
dard deviation, and/or a directional filter dn

f∧∨
(x) which returns the minimum

value among the maximum values of f computed along each of the 13 main
directions, in a length interval [-n, n]. The use of prefiltering is decided during a
protocol-learning phase applied only on the training set, and consisting of three
runs of the algorithm, first without filtering, second using G(r, σ), and third,
using G(r, σ) and adding dn

f∧∨
(x) in the candidate selection scheme (Fig. 3)
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only. The parameters providing the best average results are selected according
to the CT manufacturer, reconstruction kernel applied and the X-ray dose (≤ or
> 200 mAs). According to the protocol database thus obtained, the prefiltering
parameters are automatically selected for the cases in the test set. This ensures
the automatism of the proposed approach. For the cases where the prefiltering
was selected, the parameters are mentioned in Table 1. Note that, in the absence
of the Gaussian smoothing, the low-pass filter associated with the LRTP scheme
(Fig. 3, 7(b)) has the parameters G(1,0.2). The airway segmentation procedure
was run in automatic mode for all 40 cases.

The evaluation results for the test dataset are shown in Table 2. The following
measurements were computed by the external evaluation team and used for
comparing the submitted results:

Table 2. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 115 57.8 62.5 56.6 2 1.5 0.02
CASE22 256 66.1 193.1 58.4 34 915.6 3.02
CASE23 247 87.0 217.7 83.7 30 3973.7 11.62
CASE24 130 69.9 101.5 62.4 3 3.7 0.01
CASE25 146 62.4 115.3 45.8 0 0.0 0.00
CASE26 28 35.0 21.5 32.7 4 5.7 0.11
CASE27 83 82.2 60.3 74.4 2 2.7 0.02
CASE28 82 66.7 61.5 56.1 10 566.1 4.56
CASE29 124 67.4 80.1 58.0 11 280.4 2.02
CASE30 118 60.5 81.4 53.2 2 45.8 0.37
CASE31 117 54.7 86.7 49.4 9 280.8 1.32
CASE32 122 52.4 93.4 42.9 10 1336.1 4.97
CASE33 113 67.3 82.3 56.0 3 10.8 0.11
CASE34 282 61.6 201.6 56.4 15 68.1 0.17
CASE35 192 55.8 134.6 43.5 8 659.8 2.54
CASE36 239 65.7 258.2 62.6 13 88.7 0.26
CASE37 104 56.2 82.5 46.4 1 71.7 0.35
CASE38 52 53.1 40.1 60.4 1 0.4 <0.01
CASE39 336 64.6 256.3 62.6 38 1241.8 3.45
CASE40 269 69.2 217.8 56.3 44 1716.4 4.27

Mean 157.8 62.8 122.4 55.9 12.0 563.5 1.96
Std. dev. 85.1 11.0 73.8 11.2 13.5 959.3 2.86

Min 28 35.0 21.5 32.7 0 0.0 0.00
1st quartile 104 55.8 62.5 46.4 2 3.7 0.02
Median 123 63.5 90.0 56.3 9 80.2 0.36
3rd quartile 256 69.2 217.7 62.6 30 1241.8 4.27
Max 336 87.0 258.2 83.7 44 3973.7 11.62

1. Branch count: the number of branches that are detected correctly. A
branch is considered detected as long as the length of the centerlines is more
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than 1 mm; 2. Branch detected: the fraction of branches that are detected,
with respect to the branches present in the ground truth; 3. Tree length: the
sum of the length of the centerlines of all correctly detected branches; 4. Tree
length detected: the fraction of tree length in the ground truth that is detected
correctly; 5. Leakage count: the number of unconnected groups of ”correct” re-
gions that are neighboring with a ”wrong” region (indicates how easy/difficult it
is to manually separate leakages from the correctly detected branches); 6. Leak-
age volume: the volume of regions that are wrongly detected; 7. False positive
rate: the fraction of the volume of regions that are detected wrongly over the
volume of all detected regions.

Fig. 9 illustrates some representative results. Fig. 8(d) concerns the case 22.
Note that the airway segmentation accuracy strongly depends on the radiation
dose, reconstruction kernel, lung inflation volume, and on the type/severity of the
pathology. The presence of image artifacts (respiratory, cardiac motion, metallic)
has generally a negative impact on the reconstruction result, mainly when the
automatic mode is selected, as airway candidates disconnected from the trachea
will be lost and might not be retrieved in the propagation phase. When working
in semi-automatic mode, higher accuracy may be achieved at the expense of
interaction time.

(a) Case 23 (b) Case 24 (c) Case 26 (d) Case 27

(e) Case 32 (f) Case 35 (g) Case 36 (h) Case 39

Fig. 9. Some results of the developed airway segmentation procedure. Illustration using
opaque volume rendering.

The algorithm was run on a Dell PowerEdge workstation equipped with Linux
Red Hat 5.3 operating system, Intel Xeon CPU 3.4 GHz and 6 GBytes RAM
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memory. The execution time recorded for each case of the test set is mentioned
in Table 1.

At this stage, we cannot perform a more in-depth analysis of the results
obtained with respect to the acquisition protocols used, as some information is
missing both in terms of type of pathology and CT protocol parameters that
would be able to explain differences shown in airway segmentation.

Concerning the participation to the EXACT’09 airway segmentation chal-
lenge, the developed approach reaches a high grading among the fifteen partic-
ipating teams, as revealed by the average scores published on the EXACT’09
webpage, http://image.diku.dk/exact/results.php. This study stresses out the
importance of the MSCT acquisition protocol set-up according to the type of
the planned investigation, irrespective to the 3D segmentation approach used.
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Abstract. A segmentation framework for the identification of human
airway trees in high resolution computed tomography (CT) images is
presented. This framework consists of a fully automated segmentation
algorithm, supplemented by software editing tools that allow the user
to correct the airway segmentation result if needed. The algorithm and
tools presented in this paper have been successfully applied on more than
10,000 CT scans.

1 Introduction

The airway segmentation algorithm and manual airway editing tools presented
here are part of VIDA Diagnostic’s “Pulmonary Workstation 2.0” (PW2), a
commercial software suite for the analysis of human lung CT scans. The software
requirements for a commercial product such as PW2 differ substantially from
those used in academic settings. The primary goal is to run a segmentation task
in as little time as possible, and have it return an acceptable result in the majority
of cases. An algorithm that finished in a few seconds and returns a usable result
is strongly preferred over an algorithm with a run time of several minutes or
longer, even if this slower algorithm returns significantly better results.

Beyond the automated methods it is important to have manual editing tools
available to correct results as needed. No algorithm can guarantee 100% perfect
results in all possible cases and the user needs to be able to correct segmentation
results as needed, using efficient and intuitive tools.

In this paper we present an airway segmentation framework that consists of
two major parts: 1) a fully automated airway segmentation algorithm, and 2) a
set of software tools that allow the user to edit the airway segmentation result
if needed.

The aim of the airway segmentation algorithm presented here is to identify
the whereabouts of the airway lumen. The algorithm presented here does not

Juerg Tschirren and Joseph Reinhardt are shareholders in VIDA Diagnostics, Inc.
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identify the exact location of the airway wall (as for example used to determine
exact airway diameters). Exact inner and outer airway wall localization is done
by the airway measurement algorithm, which we described elsewhere as it lies
outside the scope of this paper.

2 Methods

2.1 Automated Airway Segmentation

The automated airway segmentation algorithm is split into two parts: 1) finding a
seed point within the trachea, and 2) growing the airway tree. They are described
separately below.

Trachea Finder The trachea seed point required to grow the airway tree is
found using the following steps:

1. Threshold axial slices. Every axial slice sa in the slice range [15,
Naxial

2 ] of
the CT volume is transformed into a thresholded axial image Ta using

Ta(x, y) =

{
255 if |F (x, y)| > |B(x, y)|
0 otherwise

(1)

with the foreground and background pixel sets defined as

F (x, y) = {(x′, y′) : ∀(x′, y′) ∈ N9(x, y), d(sa(x′, y′)) ≤ t}

B(x, y) = {(x′, y′) : ∀(x′, y′) ∈ N9(x, y), d(sa(x′, y′)) > t} ,
(2)

respectively. N9(x, y) represents the 3 × 3 neighborhood at (x, y), inclu-
sive (x, y), and d(·) returns the CT density of a voxel in sa, measured in
Hounsfield Units (HU).

2. Find & classify foreground objects. In every thresholded slice ta a connected
component analysis [8] is performed and the border polygon of every fore-
ground object is found using the boundary tracing algorithm described in [8,
p. 142]. The compactness σ ∈ [0, 1] is computed for every object with

σ =
4πA

c2
(3)

with σ = 1 in case of a perfectly circular object, and the value of σ getting
smaller the less circular the object. The area A is computed based on the
number of object pixels and the circumference c is computed by adding up
the lengths of the segments along the border polygon.
Only objects with σ > 0.2 and 40 mm2 < A < 500 mm2 are used for further
processing.
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Fig. 1. Chains of foreground objects between individual axial slices are built by con-
necting elements that are close enough and similar enough to each other.

3. Build foreground object chains. The similarity ς between two foreground
objects f1 and f2 is defined as

ς(f1, f2) = 1 −
d(f1, f2)
rcirc f1

(4)

with the Euclidean distance d [voxels] between centroids

d(f1, f2) =
√

(xcentroid f1 − xcentroid f2)2 − (ycentroid f1 − ycentroid f2)2 (5)

and the circle-equivalent radius

rcirc f1 =

√
Af1

π
(6)

Only object pairs with d(f1, f2) ≤ 2 are considered.
Given the set F all foreground objects, find the object pairs (f1, f2) with
the highest similarity and arrange them into one or more object chain(s) c

(Figure 1), stored in the set C (c ∈ C) with
for all f1 ∈ F do

smax ← 0
fmax ← null
for all f2 ∈ F , f1 �= f2 do

s ← ς(f1, f2)
if s > smax then

smax ← s

fmax ← f2

end if

end for

if smax > 0.6 then

C = C ∪ (f1, fmax)
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end if

end for

4. Find trachea chain. For each c ∈ C, compute the average radius ravg with

ravg =
1
N

N−1∑
i=0

ri (7)

where N is the number of foreground objects in c, and the average variation
from the volume center along the x-axis, xvar, defined as

xvar =
1
N

N−1∑
i=0

∣∣∣∣cx −
X

2

∣∣∣∣ (8)

where X is the volume size along the x-axis (number of voxels).
If ravg and xvar apply to the same chain, label this chain as trachea. Other-
wise compute the mean y value for all centroids along the chain

ȳcentroid =
1
N

N−1∑
i=0

cy (9)

for each of these two chains and label the one chain with the smaller ȳcentroid

value as trachea. This is to prevent the esophagus from being labeled as tra-
chea (assuming scan orientation such that the y-axis increases from anterior
to posterior).

Growing Airway Tree Many different airway segmentation algorithms have
been presented in the past. [1, 3, 10, 5, 2, 4] represent just a few of them. The core
algorithm for the automatic airway segmentation is similar to the one presented
by Mori et al. [1]. A queue-based breadth-first flood fill algorithm [6] is used to
grow the airway lumen (Algorithm 1). This algorithm is executed iteratively by
Algorithm 2, continuously increasing the threshold value for the region grow. At
each iteration the number of voxels grown by the flood fill algorithm is recorded.
A sudden big increase between two consecutive iteration steps n and n + 1
is considered a leak. We use the term “leak” for the local effect where grown
airway lumen “mushrooms” into the surrounding lung parenchyma. This may
happen due to the similar x-ray density values of lung tissue, compared with the
airway lumen, and the relatively thin airway wall, particularly in small peripheral
airways. Figure 2 shows an un-edited segmentation of an airway tree.

2.2 Manual Editing Tools

Deleting Airway Leaks Airway leaks can easily be removed with a few mouse
clicks. First the airway tree is skeletonized using sequential 3D thinning as de-
scribed in [7]. This gives us information about the topology of the tree and allows
us to identify the individual segments and make them selectable in a 3D surface
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Algorithm 1 Flood fill algorithm.
Require: seed {Coordinate of seed voxel}
Require: t {Threshold value}

initial-color ← color(seed)
color(seed) ← final-color
n ← 1
enqueue(Q, seed)
while Q not empty do

h ← head(Q)
dequeue(Q)
for each n ∈ neighbors(h, 6-neighborhood) do

if color(n) = initial-color and density(n) < t then
color(n) ← final-color
n ← n + 1
enqueue(Q, n)

end if
end for

end while
return n

Algorithm 2 Iterative Growing. The maximal grow rate is set to gmax = 1.6
and the maximum voxel count is set to nvoxels max = 500, 000
Require: seed {Coordinate of seed voxel}

t ← density(seed)
nvoxels ← flood fill(cseed, t)
repeat

t ← t + 1
nvoxels prev ← nvoxels

nvoxels ← flood fill(cseed, t)
g ←

nvoxels
nvoxels prev

i ← i + 1
erase current segmentation result

until g > gmax or nvoxels > nvoxelsmax

flood fill(cseed, t − 1)
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Fig. 2. Segmentation result of a CT scan at total lung capacity (TLC). 281 individual
branches. No manual corrections. Segmentation time 17.5 s on an Intel XeonTM CPU
based machine running at a clock speed of 2.33 GHz. CT scan from VIDA’s test
database (not a subject from the EXACT09 contest database).

rendering. The user then selects an arbitrary segment within the leak and uses
the mouse wheel to progress the selection up and down the tree as illustrated in
the graph view in Figure 3. Turning the mouse wheel in one direction increases
the number of selected segments, and turning the mouse wheel in the other direc-
tion de-selects the just selected segments. This allows the user to iteratively find
the selection size that includes as many leak segments as possible without se-
lecting actual airway segments. At any time the currently selected segments can
be deleted by right-clicking on the selection. Figure 4 shows the actual progress
in a sequence of screen shots taken in PW2.

Adding New Sub-Trees The user can add a missing sub-tree by placing a
seed point inside the lumen, near the end of the current segmentation result.
Figure 5(a) shows a screen shot from PW2 illustrating this. The user can select
between three different threshold levels, which determines the growth rate. The
computer then attempts to add the missing branch(es) starting at this seed
point, using the algorithm described in Section 2.1 above.

The region-grow algorithm alone can not always connect the newly added
sub-tree back to the main tree. This is for example the case when a radio-
dense object such as a mucus plug blocks the airway lumen. If connectivity is
not automatically established we use Dijkstra’s algorithm [9], starting from the
user-place seed point, to find the shortest path back to the main tree. The cost
function used favors low densities, and a penalty is added which progressively
increases for longer paths.

-232- EXACT'09 



(a) Leak in left upper lobe.

(b) User selects
segment 8 (s8).
All segments
topologically
underneath s8
are automatically
selected.

(c) The first
mouse-wheel in-
crement expands
the selection to
the sibling of
s8 (s9) and all
segments topolog-
ically underneath
it.

(d) The second
mouse-wheel
increment se-
lects s8’s parent
segment s5.

(e) The third
mouse-wheel in-
crement expands
the selection to
s5’s sibling and
the segments
topologically
underneath it.

(f) After fourth
and last mouse-
wheel increment,
s5’s parent seg-
ment s3 is se-
lected.

Fig. 3. Leak selection in graph view. (a): overall view. (b)–(f): detail view of leak
with red/gray representing individual user selection steps. See main text for detailed
explanation.
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(a) User selected an ar-
bitrary segment within a
leak.

(b) After first mouse-
wheel increment.

(c) After second mouse-
wheel increment.

(d) After third mouse-
wheel increment, all leak
segments are selected.
User right-clicks on se-
lection and confirms leak
removal through pop-up
menu.

(e) Leak removed.

Fig. 4. Leak removal in Pulmonary Workstation 2.0. A leak can easily be removed with
a few mouse clicks.

(a) User placed a seed point in CT
view and chooses growth rate from
pop-up menu.

(b) User confirms newly grown tree
in 3D surface rendering through
mouse click in pop-up menu.

Fig. 5. Manual growing of new sub-tree.
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The added sub-tree is shown highlighted both in the CT viewer of PW2 as
well as in a 3D surface rendering of the complete airway tree. The user can then
examine the new addition and either accept or reject it with a simple mouse
click [Figure 5(b)].

3 Validation

Twenty CT scans (identified as CASE21–CASE40 below) where made available
by the organizers of the Extraction of Airways from CT 2009 (EXACT09) con-
test at the 2nd International Workshop on Pulmonary Image Analysis, MICCAI
2009, London. In a first step each case was segmented automatically by PW2.
The standard built-in airway segmentation algorithm was used using the default
parameters. Subsequently every case was examined by a human operator. Using
the PW2 manual editing tools leaks were removed and sub-branches were added
if applicable. The final segmentation results were sent to the EXACT09 organiz-
ers for evaluation where they were compared against a gold standard. This gold
standard was not made available to the contestants prior to scoring.

4 Results

Table 1 was received from the EXACT09 organizers. The last column in this
table, labeled “Manual correction time [min]”, was added by the authors of this
paper, based on logs kept during the segmentation task.

5 Discussion

Table 1 shows that the method presented here achieved a relatively high number
of identified airway branches and a low leakage rate. However, manually growing
a lot of additional airway branches throughout the airway tree comes at a price,
as can be seen in the last column of Table 1. The operator spent on average
almost an hour per case trying to retrieve as many branches as possible.

The PW2 software was optimized for use with a specific imaging protocol.
This protocol is a based on a diagnostic-quality clinical chest CT. Deviations
from the prescribed protocol in dose, reconstruction filter, slice collimation, pitch,
lung volume, and other critical imaging parameters may reduce image quality
and segmentation performance. The EXACT test cases span a wide range of
image acquisition settings, and arguably, most cases are not high-quality diag-
nostic images. However, even for cases where the PW2 automatic segmentation
produced a suboptimal segmentation, the flexible manual editing tools allowed
the operator to add to and refine the segmentation if desired.

But from our observations in both clinical applications as well as in research
studies where PW2 is used today we know the actual operator time spent per tree
is, in most cases, significantly lower. This is because the automatically identified
airway tree is often sufficient for the purpose of the specific analysis. And if more
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False Manual
count detected length detected count volume positive correction

(%) (cm) (%) (mm3) rate (%) time [min]

CASE21 116 58.3 69.6 63.0 0 0.0 0.00 10
CASE22 218 56.3 181.2 54.8 17 125.3 0.88 180
CASE23 159 56.0 110.6 42.5 22 141.8 1.09 90
CASE24 113 60.8 89.0 54.7 6 275.1 1.58 30
CASE25 169 72.2 145.7 57.8 13 214.6 1.08 50
CASE26 24 30.0 17.6 26.8 0 0.0 0.00 0
CASE27 89 88.1 71.1 87.8 15 265.1 3.03 70
CASE28 96 78.0 72.6 66.3 7 62.7 0.83 50
CASE29 129 70.1 91.8 66.5 10 207.8 2.20 90
CASE30 142 72.8 102.9 67.4 7 81.2 0.91 25
CASE31 147 68.7 111.2 63.3 5 76.3 0.62 50
CASE32 156 67.0 137.3 63.0 14 285.0 1.80 80
CASE33 138 82.1 118.5 80.6 9 79.3 1.00 105
CASE34 329 71.8 256.5 71.7 20 301.8 1.10 70
CASE35 234 68.0 177.3 57.3 18 67.8 0.41 60
CASE36 105 28.8 101.4 24.6 0 0.0 0.00 0
CASE37 138 74.6 127.2 71.6 10 121.8 0.83 90
CASE38 61 62.2 44.8 67.4 5 164.5 2.15 35
CASE39 135 26.0 113.4 27.7 5 188.0 1.86 0
CASE40 275 70.7 243.6 63.0 26 517.2 2.34 90

Mean 148.7 63.1 119.2 58.9 10.4 158.8 1.19 58.75
Std. dev. 71.0 17.1 59.8 16.9 7.5 128.0 0.84 44.10

Min 24 26.0 17.6 24.6 0 0.0 0.00 0.00
1st quartile 105 56.3 72.6 54.7 5 67.8 0.62 28.75
Median 138 68.4 110.9 63.0 10 133.5 1.04 55.00
3rd quartile 218 74.6 177.3 71.6 18 275.1 2.15 90.00
Max 329 88.1 256.5 87.8 26 517.2 3.03 180.00
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peripheral airways need to be identified then these are often restricted to a few
pre-defined paths. Therefore most small-sized airways need not be delineated.
For the test data in the EXACT challenge, the operator was instructed to add all
visible airway branches. This is generally not necessary or desirable for a clinical
evaluation of the airways. For procedure planning purposes such as a biopsy or
the placing of a stent normally only one single airway path is required. Clinical
trials often only look at three or four sentinel airway paths.

In that sense the relative high operator times reported here are not repre-
sentative for most clinical applications of the PW2 software and could be called
a “contest artifact”. In the day to day PW2 operation most cases are analyzed
much faster.

6 Conclusion

The airway segmentation algorithm presented here is part of VIDA Diagnostic’s
“Pulmonary Workstation 2.0” (PW2) software suite, an FDA 510(k) approved
software package for the analysis of CT scans of human lungs. PW2 is used in
clinical settings for tasks such as the quantification of lung disease and broncho-
scopic procedure planning. Today PW2 is also utilized as the central software
tool in various clinical trials to determine the efficacy of new treatment methods,
and in research studies that seek correlations between lung disease and specific
genotypes and phenotypes.

So far over 10,000 CT datasets have been analyzed with the methods de-
scribed here, and several dozen new cases are added every day.
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Abstract. Segmentation of the tracheo-bronchial tree of the lung serves
as an important tool for diagnosis and treatment planning of various
pathologies, e.g. by allowing accurate volume measurements or detect-
ing malformations. However, segmenting the airways of the human lung
is notoriously difficult. This is due to the small size of the participat-
ing anatomical structures, which are moreover subject to partial vol-
ume and noise effects. Limited intensity contrasts between air and lung
parenchyma also complicate segmentation. In this paper, we present our
hybrid segmentation method consisting of three main steps, which are
iterated until a satisfactory result is achieved. User interaction is limited
to the specification of a seed point inside the easily detectable trachea.
Further, we discuss the performance of our method within the EXACT09
challenge, where 20 test datasets with varying quality and pathologies
had to be processed.

1 Introduction

Several pathologies can jeopardize a sufficient lung function. Among them are
tumors, pulmonary embolism, collapse of the lungs (atelectasis), pneumonia,
emphysema, asthma, and many more. For a proper diagnosis and treatment, the
respective pathologies need to be identified and in some cases quantified. In the
case of lung-surgery (i.e., for tumor treatment), this information is necessary for
the intervention planning where the anatomical relation of diseased bronchi to
non-diseased areas is required pre-operatively, i.e. to provide a safe distance to
essential structures and to determine resectability.

The standard imaging method to gain anatomical information about lung
parenchyma and airways is the computed tomography (CT). Segmenting e.g.
the tracheo-bronchial tree from these datasets is difficult however. This is due
to the small size of the anatomical structures of interest, the oftentimes low
contrast between air and lung parenchyma, and the partial volume effect, which
decreases this contrast further. Even today, airway segmentation is oftentimes
carried out manually, especially in pathological cases with larger malformations.
In the last years, a great number of (semi-)automatic methods have been pre-
sented in order to facilitate this tedious and time-consuming task (see Section
2). The main intention of the airway segmentation challenge EXACT09 is to give
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the possibility to compare these segmentation methods in a meaningful manner
(by applying them to the same 20 test datasets).

In this paper, we present our semi-automatic segmentation algorithm and dis-
cuss the results achieved within the EXACT09 challenge. The algorithm consists
of three basic steps (3D region-growing, 2D wave propagation, and 2D template
matching), which are iterated until the desired result is achieved. User interac-
tion is limited to the specification of a seed point inside the easily detectable
upper airways and in few cases the decision for a preprocessing step (filtering)4.

In the following parts of this paper, we briefly review related work in the
field of airway segmentation in the next section. Afterwards, we will introduce
the hybrid segmentation method, including all its pipeline stages in Section 3.
After that, we present and discuss the results achieved within the EXACT09
challenge (Section 4). Finally in Section 5, we present conclusions and point to
future research directions.

2 Related Work

Region growing algorithms are a common and frequently-used technique for air-
way segmentation [1–5]. Here, voxel with gray values within a pre-specified in-
terval and connected to a seed point are included into the segmentation. Besides
various advantages (fast, easy to apply), the main drawback is their sensitivity to
leakages into the lung parenchyma. Various methods for leakage-avoidance have
been presented. Filtering the CT dataset as pre-processing step is a straighfor-
ward corrective in this case, although this also implies loss of information on
very small bronchi [2]. Gergel et al. introduced adaptive thresholds for leakage
prevention with their 3D region growing approach. As soon as a leakage is de-
tected, segmentation is continued with more conservative thresholds avoiding
the leakage at that point [1]. Kitasaka et al. controlled leaking and bifurcation
problems by a complex use of local volume of interest templates that limit the
region growing area [3].

Further techniques used for airway segmentation apply mathematical mor-
phologies [2, 6]. The whole CT dataset is searched for candidate airways with
the help of several nonlinear filters. The final segmentation is generated by a
reconstruction step that distinguishes correct from false candidates. Despite of
the fact that no seed point selection is necessary, a further advantage is that air-
ways, which are not directly connected to a seed point can be detected (useful
for pathologic lungs). Main drawback of algorithms using mathematical mor-
phologies is their long runtime.

Combining different methods in an airway segmentation pipeline is another
successful approach. Kiraly et al. use a combination of an adaptive 3D region
growing, 2D mathematical morphology, and an optional 2D median filter to in-
crease the robustness of the segmentation algorithm while improving the quality
of the results [2]. Law and Heng use a combination of region growing and center-
line extraction to enhance the understanding of the 3D structure of the bronchial
4 Other parameters are pre-defined and may be modified by the users.
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tree [4]. Tschirren et al. introduced a segmentation based on fuzzy connectivity,
i.e. voxels are detected as similar to seed voxels by fuzzy logics. Leakages are
prevented by restricting the segmentation to a cylindrical-shaped ROI around
bronchi [7]. Graham et al. deploy airway segmentation by detecting shorter
bronchi sections, which are represented by surface meshes, and connecting them
by interpolation. Strong filtering for the initial segmentation avoids leakages [8].
Finally, another hybrid solution is proposed by Mayer et al. [9], which is the
basis for this contribution. It combines region growing with knowledge-based
techniques and uses fuzzy logic for the segmentation of the bronchus walls.

3 Airway Segmentation Pipeline

The segmentation pipeline consists of three stages (Fig. 1). In the first stage, the
trachea and central bronchi are segmented using standard 3D region growing
methods.

Fig. 1. Segmentation pipeline.

Partial volume effects and limited resolution of the CT scan (which essen-
tially cause this effect) render this method as not satisfactory for segmentations
of further generations of the bronchi, since bordering voxels cannot be sufficiently
differentiated from tissue voxels. Therefore, a 2D wave propagation is initiated
to complete the upper and central branches. Finally, a 2D template matching
procedure is used to segment small lumen, which might be only a single voxel
large. A feedback loop of the whole pipeline repeats the stages until no meaning-
ful additions can be made to the previous segmentation (Fig. 1). Figure 5 shows
the final results of five iterations. However, some datasets might require up to
15 iterations.

3.1 Vicinity-Sensitive 3D Region Growing

The intensity values of CT dataset of the thorax can be divided into three
categories (Fig. 2). Values below -950 Hounsfield units (HU) can be classified
as definitely airway and values above -775 HU as non-airway. Voxels with
values in between (in the isovalue interval from -950 HU to -775 HU) can belong
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Fig. 2. Logarithmic histogram of CT thorax dataset.

to airway or tissue. They are classified as uncertain and need to be investigated
further.

Based on this analysis, the 3D region growing algorithm extracts all voxels
which are definitely airway, starting at the user-defined seed point in the trachea.
To prevent the leaking into the parenchyma of the lungs in smaller airways (i.e.,
in emphysema), we use a masking technique from texture analysis; if the average
gray value of a 3 × 3 × 3 voxel cube centered at the current voxel is within the
save range (below -950 HU), we consider this voxel as being part of the airway.
Otherwise, the respective voxel is not classified as airway in this stage. While this
masking technique prevents leakage, it also impedes the segmentation of smaller
bronchi. However, we usually accomplish the segmentation of the bronchial tree
up to the fifth generation, whereas the bordering voxels are often not included,
since their voxel values belong to the uncertain voxel value interval (see Fig. 3
and Fig. 5a/b). In the second iteration of the segmentation pipeline, the 3D
region growing algorithm runs with the same threshold on the bordering voxels
of the previously selected voxels.

3.2 2D Wave Propagation

Starting from segmented voxels of the previous step, 2D wave propagation tries
to reconstruct bronchi walls within a single CT slice. It starts at each boundary
voxel of the airway voxels from 3D region growing and propagates waves to
detect the walls of the bronchi (Fig. 3b). Voxels at position X in the uncertain
areas are classified by fuzzy logic rules that consider the density value V(X) (in
Hounsfield units) , the largest local N4 neighborhood (in 2D) gradient G(X),
and if voxels in the local N4 neighborhood are already classified as wall pixels
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(a) (b) (c)

Fig. 3. Completion of bronchi walls; (a) shows the result of the 3D region growing
(blue). The green rectangle marks the zoomed area shown in (b). (b) shows the wave
propagation in progress. The cyan boundary voxel is chosen as starting point. The
yellow circles mark the propagated waves and the red points mark the airway candidate
voxels. The black points failed the leaking test, since the number of voxels of that wave
was increasing too fast. Note that the actual waves have a Rhombus-like shape, driven
by the N4-neighborhood. (c) shows the completion of that segmentation by 2D wave
propagation (red). The voxels (within the body) in the iso-range of definitely airway
are marked in blue, of the uncertain range in black/grey, and of the no airway range
in white.

(no airway) in a previous wave W(X):

fwave(X) =cv ∗ V (X) + cg ∗ G(X) + cw ∗ W (X), (1)
with cv = 1, cg = 1, cw = 0.75.

where V(X) and G(X) are mapped into the closed interval [1.0, 0.0], and W(X)
is either 1 – if there is a classified wall pixel in the N4 neighborhood — or 0 –
otherwise. Essentially, if fwave(X) ≥ cwall, the voxel is classified as wall5.

Critical to the wave propagation is the evaluation of the classified airway
areas, if they really belong to the airways. To achieve this goal, the additional
voxels segmented by each wave are monitored by a protocol that verifies the
shape and size of each bronchus candidate, using a set of default parameters
(Fig. 3b). As metric, we count the number of voxels selected by the n waves
propagating within a plane (BPSn for BronchusPlaneSize), and the wave diam-
eter (WDn) of the current wave n as the number of selected voxels of wave n.
Furthermore, we define the average number of voxels of the first n waves (AWDn

for Average Wave Diameter).
Segments of the tracheo-bronchial tree are identified by sequences of as air-

way classified voxels in a wave. Figure 3b shows two sequences marked by the
red points, thus depicting a bifurcation. The shape rules essentially assume that
no wave detects segment splits in more than two subsequent segments at a bifur-
cation. A third segment (of not yet selected voxels) in one 2D wave propagation
5 Typically, cwall = 1.74.
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test (in one slice) is henceforth considered as leakage into the lungs and is consid-
ered invalid. At each bifurcation, the segment identification process starts again
recursively.

As closer examination of previously examined CT thorax datasets showed,
two very close bifurcations were never located close enough to be detected as a
third segment by the 2D wave propagation, thus they were not falsely identified
as leakage.

WDn > dmax (2)
WDn/WDn−1 > dWDratio

(3)
BPSn > dsize (4)

AWDn − AWDn−1 > dAWDcurrent
(5)

AWDmax − AWDmin > dAWDlongterm
(6)

The size rules limit the growing of the wave propagation6. If the diameter of
a bronchi candidate exceeds a certain size (Equation 2), or if the wave diameter
is increasing too fast from the previous wave (Equation 3, see also black points
in Fig. 3b), the respective segment recursion is terminated and the results are
considered as leakages (invalid). Furthermore, if candidates grow spontaneously
(while shrinking before) or the overall in plane voxel size BPSn of the candidate
becomes unrealistically large (Equation 4), the recursion is again terminated and
the results are set to leakages (invalid). The last two rules (Eqn. 5 and 6) test
the current and long-term growth of the wave front. Specifically, they test if the
segments are shrinking (as assumed) or growing. The protocol starts testing after
the first three waves, since they frequently show an unstable behavior. During
the wave propagation, all invalid results are removed from the segmentation.
However, initial correct results (i.e., for the first p waves) are preserved.

To follow a bronchus through several slices, virtual waves are propagated in
neighboring slices. If one of these virtual waves is similar to the shape and size
of the wave propagation in the current slice, another recursive wave propagation
in the neighboring slice is initiated. Specifically, the recursive testing of waves in
neighboring slice is initiated only for no-branching segments that have classified
wall elements from 2D wave propagation. Furthermore, these wall elements may
only differ by one voxel to the wall elements of the new neighboring slice segment.

Similar to the first step of the pipeline, 2D wave propagation uses almost the
same parameters in the subsequent iteration; only the peripheral bronchi diam-
eter is reduced since the lower airways (higher generations) only grow smaller.

3.3 2D Template Matching

Without the used careful validity testing, the previous two stages would leak
into the surrounding area, if the airways become too small to be picked up,

6 We use dmax = 6.1mm, dWDratio
= 1.75, dsize = 500mm2,

dAWDcurrent = 1.13, dAWDlongterm
= 3.0.
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Template matching: (a) shows a peripheral airway. 2D seeding is started on
pixels of the category uncertain. The result is marked blue (b). From there the seed-
ing area templates (white polygon with black dot pattern) are formed and tested on
different locations around the seeding. The seeding is repeated on the category uncer-
tain and template (marked by a pattern, (c) to (e)). (f) shows the best result after the
classification.

in particular in areas where the airways might have the size of only one voxel.
To select these voxels, but still prevent the leaking, we apply a 2D template
matching technique that evaluates the candidate area below templates with the
isovalue category uncertain (between -950 HU and -775 HU). This stage is
organized in two steps; the first step establishes templates that are used in the
second step to evaluate the local voxel neighborhood.

First, 2D template matching applies 2D region growing starting from the
boundary voxels of the previous segmentations (Fig. 4). The thresholds are varied
– from the upper threshold of the uncertain isovalue interval (-775 HU) – until
the number of selected voxels is below the critical limit (i.e., 35 voxels), since it
can be assumed that they did not leak out. Based on this selected voxel area,
circular templates of varying sizes are generated.

In the second step, we apply a 2D region growing and use the templates to
differentiate the thresholds; below the template, we are using the upper uncer-
tain threshold (-775 HU), while we are using the original template threshold
outside of the template. By moving the templates over the local area, we gen-
erate various segmentation candidates (see Fig. 4b-e) which are again evaluated
by a set of fuzzy rules. This time, we consider the average density value V̄ (X) of
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the template area and the average (gradient range is clamped in order to reduce
data artifacts) gradient G(X) to the surrounding voxels in the N8 neighborhood
(within a single slice). The best possible result is then selected and added to the
segmentation (Fig. 4 and Fig. 5d).

ftemplate(X) =cave ∗ V̄ (X) + cgrad ∗ G(X), (7)
with cave = 0.25 and cgrad = 0.75.

Here, V̄ (X) is mapped from [-1000,-775] to [0.0,1.0], and G(X) is mapped into
the range [0.0, 1.0]. Illustratively, this means that accepted candidates have a
low average density value and a high boundary contrast. The candidate with
the largest ftemplate ≥ 0.7 (Eqn. 7) is accepted as airway (Fig. 4f and Fig. 5d).
However, if the size of the template controlled area is larger than twice as much
as for the previous slice, a leak-out is assumed, thus the area of the current slice
is assumed invalid.

In the subsequent iterations, voxels which have already been unsuccessfully
tested for inclusion, are excluded from template matching. This is mainly to
save time – 2D template matching is the single most time consuming stage of
the segmentation pipeline – and they usually do not contribute in later iterations.

4 Application to EXACT09 datasets

When applying our semi-automatic segmentation method, user interaction is
required for setting the seed point in the trachea. All parameters (thresholds,
propagation diameter, etc.) are pre-specified. These default parameters (see Sec-
tion 3), which were fixed based on previously segmented CT datasets and vali-
dated with the provided training data, also worked very well with the majority
of the test datasets. An optimization of the parameters for individual datasets
is possible, but improves the segmentation results only slightly compared to the
standard setting. We consider this as stability feature of our approach.

In several cases, we faced the problem that due to noise effects (especially in
low-dose CT datasets), the initial vicinity-sensitive 3D region-growing showed
no satisfying results. A slight adjustment of the segmentation thresholds might
solve this problem (as e.g. in case 26). However, these thresholds are based on
expert knowledge, so increasing these parameters too much easily leads to false
positives, when uncertain or tissue voxels are classified as airway. Thus, in these
cases a preprocessing step, i.e. the application of a gentle Gaussian filter (kernel
size of 3 voxels), was included into the pipeline. Although filtering also implicates
a loss of information concerning the lower and smaller bronchi, it turns out to
be the better choice than adjusting thresholds, risking leakages, and thereby
a higher false positives rate. Altogether, this pre-processing step allowed fairly
good segmentations compared to the problems that arose before.

The segmentation results were evaluated according to two main categories:
the overall segmentation result and the leakage robustness (see Table 1). Con-
cerning the segmentation sensitivity, our method detected 41.7% of the branches
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 64 32.2 35.5 32.1 0 0.0 0.00
CASE22 144 37.2 98.9 29.9 0 0.0 0.00
CASE23 158 55.6 112.3 43.1 5 89.8 0.70
CASE24 112 60.2 83.4 51.3 2 8.2 0.04
CASE25 151 64.5 110.5 43.8 4 50.7 0.21
CASE26 54 67.5 38.4 58.4 3 297.1 4.85
CASE27 52 51.5 35.7 44.0 0 0.0 0.00
CASE28 89 72.4 63.2 57.6 0 0.0 0.00
CASE29 58 31.5 36.1 26.2 0 0.0 0.00
CASE30 98 50.3 67.6 44.2 1 1.8 0.03
CASE31 61 28.5 38.6 22.0 1 6.7 0.08
CASE32 64 27.5 46.8 21.5 2 108.6 0.93
CASE33 55 32.7 38.4 26.1 0 0.0 0.00
CASE34 139 30.3 84.8 23.7 4 37.6 0.20
CASE35 180 52.3 117.2 37.9 13 155.4 0.93
CASE36 69 19.0 60.8 14.7 0 0.0 0.00
CASE37 53 28.6 43.0 24.2 0 0.0 0.00
CASE38 40 40.8 30.6 46.1 0 0.0 0.00
CASE39 101 19.4 78.9 19.3 0 0.0 0.00
CASE40 127 32.6 93.4 24.1 3 28.6 0.20

Mean 93.5 41.7 65.7 34.5 1.9 39.2 0.41
Std. dev. 43.0 16.2 29.6 13.2 3.1 74.8 1.09

Min 40 19.0 30.6 14.7 0 0.0 0.00
1st quartile 55 28.6 38.4 23.7 0 0.0 0.00
Median 79 35.0 62.0 31.0 1 0.9 0.01
3rd quartile 144 60.2 98.9 46.1 4 89.8 0.70
Max 180 72.4 117.2 58.4 13 297.1 4.85
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Fig. 5. Three segmentation stages: (a) region growing, (b) wave propagation, (c) tem-
plate matching, (d) final segmentation result

and 34.5% of the tree length (length of the centerlines of detected branches). Both
compared to the gold standard, which is the airway segmentation result carried
out manually by radiologists and other medical experts. With that, our methods
belongs to the lower midrange, when compared to all other 14 algorithms, and
ranks second in the group of semi-automatic methods. A problem reducing the
sensitivity of our method, were larger gray values occuring in the bronchi due
to pathologies (e.g. caused by secretion). These voxel are then classified as lung
parenchyma and interrupt the segmentation (see Figure 6).

The strength of our algorithm, however, is leakage-control. Only 0.41% of
the detected branches were false positives (in Table 1 referred to as false positive
rate) and with that result we achieved rank three in total. The positive pre-
dictive value, which measures the accuracy that existing branches are detected
(correctly found bronchi branches / (correctly found bronchi branches + found
false positive bronchi branches)), is 98.0% and in 50% of our segmentations, no
leakage occured at all.

In the segmentation of airways in CT datasets, a satisfying trade-off between
detecting a maximal number of bronchi and avoiding leakages has to be found.
The evaluation within the EXACT09 challenge shows, that our segmentation
method belongs to the more conservative techniques, where leakage-avoidance
has a very high priority.

As noted before, usually five to seven iterations are sufficient for a segmen-
tation of the tracheo-bronchial tree. Overall, this corresponds to a typical seg-
mentation duration between 10 and 30 seconds on a PC with a Intel Core 2 Duo
processor, each core running at 2.4 GHz.

5 Conclusions and Future Work

In this paper, we presented a semi-automatic segmentation method with a pipeline
of three main steps, which is iteratively applied. These main steps are 3D region-
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(a) (b)

Fig. 6. Areas with higher gray values (marked by circles) inside the bronchi interrupt
the segmentation. Examples from Case36 (a) and Case39 (b).

growing, 2D wave propagation, and 2D template matching, all of which are im-
plemented with special focus on leakage-prevention (see Section 3). The results
within the EXACT09 airway segmentation challenge justify this effort with a
very low false positive rate and a small leakage volume. The drawback of the
powerful leakage-control is, however, the reduced sensitivity concerning the over-
all segmentation performance.

A straightforward advancement of our method is stepping from 2D to 3D for
the wave propagation and the template matching. At present, these two pipeline
stages work on individual slice images. Thus, detecting bronchi located orthogo-
nal to these slices is usually not possible within the same iteration. It turned out,
that the subsequent vicinity-sensitive 3D region growing – followed by the other
2D pipeline stages – is able to compensate for this effect in many cases. Hence,
implementing 3D wave propagation and 3D template matching will primarily
show an improvement concerning runtime (by achieving the same result in fewer
iterations), but beyond that we also except some better identification of smaller
bronchi.
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Department of Computer Engineering, Technical University of Lodz,
18/22 Stefanowskiego Str., 90-924 Lodz, Poland

an_fab@kis.p.lodz.pl

http://www.kis.p.lodz.pl

Abstract. This paper addresses problem of CT based investigation of
pulmonary airways. Especially algorithm for airway tree segmentation is
introduced. The algorithm is based on 3D seeded region growing. In the
proposed method region growing is repeated twice with different settings.
First, in order to avoid leakages into the lungs, algorithm is performed
with very strict criteria. Next it works only in the places of interest which
are found by morphological gradient and threshold. Results of applying
the proposed method to several CT chest scans selected randomly from
EXACT database are presented and discussed. Moreover comparision
with the ground truths, provided by EXACT organisers, is given by
means of the evaluation measures.

Key words: Airway Tree Segmentation, Bronchial Tree, Clinical In-
vestigation, CT bronchography, Pulmonary Imaging, Region Growing,
Multidetector Computed Tomography, MDCT, X-Ray CT

1 Introduction

Multidetector computer tomography is a powerful technique which produces
detailed three-dimensional images of the inside of a human body. Due to its
effectiveness computer tomography (CT) is successfully used in many clinical
applications and physiological studies to investigate changes due to various dis-
eases.

One of the examples of computer tomography usage is an investigation of pul-
monary disorders. CT chest scans are especially helpful in diagnosis of chronic
obstructive pulmonary disease (COPD) which is a common name for pathologi-
cal changes due to different combinations of airway diseases and asthma which
are characterized by airflow limitation [1][2][3]. Quantitative description of an
airway wall, especially the thickness of airway walls and diameter of an airway
lumen, provide important information about pulmonary diseases. Therefore re-
liable segmentation of an airway tree from volumetric computer CT data sets
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is the most important step in clinical applications for measuring and charac-
terizing airway data [4]. Still segmentation of an airway tree from CT chest
scans is very challenging. Problems are caused by inhomogenity of a bronchial
lumen, adjacency of the blood vessels, and changes of intensities along airway
walls. Moreover, in case of airway tree segmentation region growing is prone to
leakages into lungs.

Different algorithms for airway tree segmentation from CT chest scans have
been proposed in the literature. Mostly they act on 3D volumetric datasets and
are region growing based approaches utilizing different techniques in order to
diminish leakage probability. The most popular algorithms can be classified into
one of the following groups:

– Rule-based techniques which utilize anatomical knowledge about airways
and blood vessels [5] [6] [7].

– Morphological techniques using grayscale morphological reconstruction
to identify local extremes in the image [8] [9] [10].

– Wave front propagation techniques which propagate waves to detect
walls of the bronchi [8] [11] [12].

– Template matching techniques that search consecutive slices for oval
dark rings surrounding brighter areas (airways) or dark solid oval areas (ad-
jacent blood vessels) [13] [14].

– Fuzzy techniques which utilize fuzzy rules to avoid leakages and diminish
number of falsely detected bronchi [15] [16].

In this paper a new approach for airway tree segmentation is presented.
The method uses modified 3D region growing algorithm where the growth of an
airway tree is guided and constrained by morphological gradient. In consequence
leaks into the lungs are avoided.

The outline of this paper is as follows. In Section 2 a description of datasets
used in this work is given. Description of the authors’ two-pass region growing
algorithm (TPRGA) for airway tree segmentation is given in detail in Section 3.
In Section 4 results of the proposed algorithm are demonstrated using datasets
from EXACT (Extraction of Airways from CT) [20] database. Finally obtained
results are analysed discussed in Section 5. Section 6 concludes the paper.

2 Input Data

3D volumetric CT chest scans of forty patients provided by EXACT organiz-
ers were examined. They were acquired at different sites using several differ-
ent scanners, scanning protocols, and reconstruction parameters. The dataset
ranged from clinical dose to ultra low dose scans, from healthy volunteers to
patients with severe lung disease, and from full inspiration to full expiration.
Two datasets were provided: the training set (CASES 1-20) and the testing set
(CASES 21-40).

The slices were provided with 16-bit resolution and stored as signed 16-bit
monochromatic images of the resolution 512x512 pixels. Individual slices were
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stacked into a 3D space representing volumetric data set. Exemplary CT slices
(displayed using the same window and level settings) are presented in Figure 1.

Fig. 1. Exemplary CT slices from examined datasets.

Single CT chest scan consists of about 450-600 planar transverse slices. Con-
secutive slices combined into a stack compose volumetric data set in three di-
mensional (3D) space.

3 Problems with Region Growing

An airway tree, which conducts air into the lungs, is build from an airway lumen
surrounded by high density vascular wall. Both an airway lumen and lungs are
filled with air.

Due to differences in their densities on CT slices an airway wall appears
significantly brighter than the area of airways and lungs. Therefore in the ideal
case using 3D seeded region growing with a seed point located at the first slice
in the centre of the trachea it should be possible to segment complete airway
tree from a volumetric CT data set. This idea is presented in Figure 2.

In practice airway walls often appear broken. In consequence region growing
leaks from an airway lumen into the lungs which are of similar intensity. Region
growing algorithm leaking into the lungs is presented in Figure 3.

4 The Proposed Approach

The proposed airway tree segmentation algorithm, as most approaches to the
considered problem, is based on seeded 3D region growing. However during air-
way lumen segmentation region growing is applied twice. Moreover, leak pre-
vention mechanism is applied in order to avoid the algorithm to consider voxels
that are part of the lung parenchyma. Successive steps of the algorithm are as
follows:

1. Contrast Enhancement.
2. Detection of the Seed Point.
3. First Pass of Region Growing.
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Fig. 2. The idea of an airway tree segmentaion by 3D region growing.

4. Computation of Morphological Gradient.
5. Thresholding of Morphological Gradient.
6. Second Pass of Region Growing.

Step 1: Contrast Enhancement. Before region growing is applied contrast of
the input dataset is improved. In this stage histogram of the whole volume is
normalized [17]. After normalization there are 0.5% of saturated voxels in the
CT dataset.

Step 2: Detection of the Seed Point. A seed point for the region growing is
determined automatically. It is defined as a voxel located inside the trachea.

Trachea is easy to find. Its cross sections are imaged as large oval areas and
are present in the central part of the first slices of the CT chest scan. They
are also significantly darker than their surrounding. Therefore in case of the
presented method location of the trachea is defined using template matching
method [17] searching for a dark oval area. The search starts from the first slice
and is continued in consecutive ones until the oval of tracheal tube is found. Seed
point is defined as its center of gravity [17].

Step 3: First Pass of Region Growing. When seed point is determined first
pass of 3D region growing is performed on the normalized CT dataset. In order
to avoid leakages into the lungs very strict criteria are used in this stage while
joining consecutive voxels. The algorithm classifies the current voxel as voxel
belonging to the airway lumen if its intensity and intensity of its all closest (con-
nected) neighbours differ from the average intensity of voxels already classified
to airway lumen not more than T%. Value of T is determined automatically on
the first run. It equals to the lowest value for which region growing starts up.
The value of T is then decreased by half after trachea is segmented. This allows
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Fig. 3. Region growing leaking into the lungs.

to avoid leakages into the lungs as fluctuations of voxel intensities in case of
distal bronchi are smaller than in the area of the trachea.

Step 4: Computation of Morphological Gradient. The following step of the al-
gorithm aims at highlighting information connected with airway walls. In order
to do so 3D morphological gradient [17] is calculated based on original (i.e. not
normalized) data set.

Morphological gradient (which is a difference between results of grayscale
dilatation and grayscale erosion) emphasizes sharp gray level transitions, which
are also connected with airway walls. Those areas of the highest gradient which
are connected with airway tree built in the third step of the algorithm define
possible locations of the distal bronchi.

It is important to perform this step on the unnormalized CT dataset. Oth-
erwise noise highlighted by histogram stretching can seriously hamper accurate
segmentation of complete airway tree.

Step 5: Thresholding of Morphological Gradient. In order to determine areas of
the highest gradient its image is thresholded with global threshold. For threshold
selection ISODATA method [18] [19] is applied. Airways are supposed to be
located in those binary areas which are connected with airway tree built in the
second step of the algorithm.

Step 6: Second Pass of Region Growing. The second pass of region growing is
performed again on normalized data set but not everywhere. Places of interest
are determined by morphological gradient.

Region growing starts from previously segmented airway tree. It is guided and
constrained by those areas of the highest gradient (determined by thresholding
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in previous step) which are connected to airway tree built in the third step of
the algorithm. Successive voxels are joined to airway tree if both of the following
constraints are fulfilled:

– current voxel is situated in the area of the highest gradient determined in
the previous step;

– intensity of the current voxel differs from the average intensity of voxels
classified to airway lumen not more than 2T%. Where value T is remem-
bered from the third step of the algorithm (the lowest value for which region
growing starts up) and changes during algorithm performance in the way as
during the first pass of region growing.

Note: All algorithm parameters were determined only using the training data.
Value of T selected as described above in case of all tested 40 datasets allowed to
avoid the leakages into lungs. However, in some cases it was possible to tune the
algorithm performance and obtain better accuracy of the results by increasing
value of T manually. Therefore the presented algorithm was classified as semi-
automatic.

5 Results and Discussion

Results obtained by the proposed airway tree segmentation algorithm are pre-
sented in Table 1 and in Figure 4.

Table 1 presents outcomes of evaluation of airway tree segmentations ob-
tained by the proposed algorithm from the test datased. The evaluation was
performed manually by EXACT organisers. Obtained segmentations were com-
pared with the ground truth build in the way as explained on EXACT website
[20] in Information section.

The following evaluation measures were used for results evaluation:

– Branch count - the number of branches that were detected correctly (i.e.
branches with centerlines longer than 1 mm).

– Branch detected - the fraction of branches that were detected, with respect
to the branches present in the ground truth.

– Tree length - the sum of the length of the centerlines of all correctly de-
tected branches.

– Tree length detected - the fraction of tree length in the ground truth that
was detected correctly.

– Leakage count - the number of unconnected groups of ”correct” regions
that are neighboring with a ”wrong” region.

– Leakage volume - the volume of regions that are wrongly detected.
– False positive rate - the fraction of the volume of regions that are detected

wrongly over the volume of all detected regions.

Trachea was excluded from the branch length and branch count related mea-
surements. For the lekage based measures, both trachea and main bronchi were
excluded.
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 115 57.8 61.3 55.5 6 307.2 2.61
CASE22 84 21.7 59.4 18.0 13 510.9 2.82
CASE23 84 29.6 59.9 23.0 1 0.4 <0.01
CASE24 53 28.5 44.2 27.1 0 0.0 0.00
CASE25 61 26.1 48.1 19.1 0 0.0 0.00
CASE26 44 55.0 29.1 44.3 3 196.2 2.68
CASE27 26 25.7 20.4 25.2 0 0.0 0.00
CASE28 80 65.0 56.4 51.5 0 0.0 0.00
CASE29 104 56.5 66.7 48.3 1 1.4 0.01
CASE30 118 60.5 82.9 54.3 3 84.2 0.56
CASE31 92 43.0 60.7 34.6 3 277.1 1.53
CASE32 65 27.9 45.3 20.8 0 0.0 0.00
CASE33 77 45.8 51.8 35.2 5 193.7 1.96
CASE34 173 37.8 119.0 33.3 1 6.3 0.02
CASE35 43 12.5 30.8 10.0 0 0.0 0.00
CASE36 33 9.1 24.9 6.0 0 0.0 0.00
CASE37 74 40.0 54.7 30.8 0 0.0 0.00
CASE38 49 50.0 36.3 54.6 1 0.4 <0.01
CASE39 60 11.5 45.0 11.0 5 622.0 5.77
CASE40 116 29.8 90.6 23.4 3 125.6 0.48

Mean 77.5 36.7 54.4 31.3 2.3 116.3 0.92
Std. dev. 35.4 17.1 23.5 15.7 3.2 184.6 1.54

Min 26 9.1 20.4 6.0 0 0.0 0.00
1st quartile 49 25.7 36.3 19.1 0 0.0 0.00
Median 76 33.8 53.3 29.0 1 0.9 0.01
3rd quartile 115 56.5 66.7 51.5 5 277.1 2.61
Max 173 65.0 119.0 55.5 13 622.0 5.77

In Figure 4 3D views for twelve CT datasets selected randomly from EXACT
database are shown. Cases from both train and test datasets are considered in
the figure. Blue colour is assigned to airway tree extracted by the first pass of
the region growing. Airways segmented during the second pass of the algorithm
are marked with red colour. CASE ID is indicated under each subimage.

Presented results prove that the proposed airway tree segmentation method
succeeded in all 40 cases. An airway tree was segmented without significant leaks
into the lungs.

The outcomes of results evaluation show that the method extract airway trees
with the average accuracy of branch detection equal to 37% and average fraction
of tree length equal to 36%. The average rate of falsely detected branches is less
than 1% with the average leakage count equal to 2.3.

The accuracy of the proposed airway tree segmentation algorithm can be
considered satisfying but also convinces to further improvements of the method.
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Fig. 4. Results of airway tree segmentation using the proposed method. Blue colour
is assigned to airway tree extracted by the first pass of the region growing. Airways
segmented during the second pass of the algorithm are marked with red colour. CASE
ID is indicated under each image.
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The runtime of the proposed algorithm for data set consisting of about 500 16-
bit slices of the resolution 512x512 pixels measured on 1.66 GHz Intel single CPU
system is not more than 10 minutes. However the method is fully parallelizable
and can be adapted to multiprocessor systems (for example using OpenMP API
[21]) which are supposed to cut down the runtime of the algorithm.

6 Conclusions

In this paper the problem of an airway tree segmentation from CT chest scans
was considered. Especially the new method for airway tree segmentation was
introduced. The algorithm is a 3D approach which extracts airway trees from
volumetric CT chest scans using 3D region growing guided and constrained by
a morphological gradient. This allows to diminish probability of leakages into
the lungs.

The algorithm was tested on forty CT chest scans from EXACT database.
They were obtained using different protocols, from patients with different level
of pathological changes due to lung diseases. Results of applying the method to
selected datasets were presented and discussed.

In case of all tested datasets proposed algorithm succeeded. The accuracy
of obtained results (i.e. number of extracted generations of bronchi) depends on
level of pathological changes in lung area. However in case of majority of datasets
up to 6 generations of bronchi was extracted by the algorithm. This accuracy is
sufficient for clinical applications [22] [23].
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Abstract. In this paper, we present a semi-automatic region growing
algorithm to segment the intrathoracic airway tree from 3-d CT images.
A common problem with region growing is leakage. In order to limit
leakage, our method bounds the segmentation using cylinders of adaptive
orientation and dimensions. The leaks are detected based on anatomical
information of the airways and an algorithm to avoid them is proposed.
We also present an algorithm to automatically select a seed point for the
segmentation. The method was tested on a dataset of 40 patients and
results were quantitatively evaluated based on ground truth data.

1 Introduction

Airway tree segmentation is the process of identifying and extracting from vol-
umetric medical images the structures of the respiratory system that lead the
air into the lungs. With the result of the segmentation, doctors and researchers
can make measurements, check for abnormalities and generally be assisted in
diagnosing diseases in the respiratory system.

In this work, we concentrate on the segmentation of the lower airway tree,
namely the trachea, bronchi and bronchioli. Due to the natural complexity of
the airways, with several branching levels, and noise or other artefacts present
in the image, the segmentation is far from trivial. A common method to solve
the problem is region growing [1], and semi- and fully-automated region growing
algorithms have been used to segment the airways [2–4]. In this process, the
user provides one or more seed points inside the airway structure. From these
points, a region is grown by recursively aggregating voxels that pass a certain
test of similarity. Common similarity tests check differences in intensity between
neighbouring voxels.

One common problem of region growing algorithms is leakage. In the case
of the airway tree segmentation, a thin wall separates the structure from neigh-
bouring organs and air inside the lungs. Noise or other artefacts can create holes
in this wall and, since the airway lumen and the lung interior have similar voxel
intensities, the entire lung can be aggregated to the region. Another problem
specific to airway tree segmentation is the early collapse of branches. In this
case, the growing process stops too early, resulting in only partially segmented
branches.
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Tschirren et al. proposed an algorithm that takes advantage of the fact that
the airway tree is a hierarchical combination of cylindrically shaped objects [5].
In their algorithm, cylinders of adaptive radius and orientation bound the seg-
mentation, facilitating the process of leak detection. Later, Pinho et al. proposed
improvements to [5] and introduced new ways of detecting leaks using anatom-
ical, instead of pure image features [6]. In the present work, we build upon [6]
and add the following contributions:

– propose a heuristic algorithm to automatically select a seed point inside the
trachea, since chest CT scans often include the upper airways and other
regions, complicating this task;

– use cylinders of adaptive height as well as adaptive radius in order to bound
the segmentation;

– propose a new strategy to avoid leaks, by taking into account the fact that
they grow through small holes on the edges of the structure being segmented.

The proposed method was evaluated with a dataset of 40 patients, subdivided
into training and testing groups. Measures of number of branches, airway tree
length, and leakage were taken in order to evaluate the method, by comparing
it to ground truth data.

2 Method

We begin with a review of the method proposed in [5] and the ideas introduced
in [6]. In [5], multiseeded fuzzy connectivity (MFC) [7] was used to segment the
airways’ walls and lumen in an iterative process which places adaptive cylinders
(or ROIs) around the region to be grown. Airway walls and lumen compete
for voxels based on an affinity value ψ ∈ [0, 1] assigned as a function of voxel
intensities. The ROIs bound the region growing and set limits to possible leaks.
A leak detector assumes that leaks have a “spongy” structure, with many holes
and tunnels. Once a leak is detected with a special morphological operator, the
algorithm goes back to the previous step and repeats the segmentation, using
what the authors called “directional affinity”. This strategy avoids new leaks
by assigning affinity values as a function of the intensity of a voxel and of its
neighbours lying in the direction of the ROI. Airway branching is detected by
computing the skeleton of a region within an ROI, using distance transforms. The
branches of the skeleton, their spatial orientation, and the intersections between
the region and the borders of the ROI determine the radius and orientation of
the ROIs of the next step. The heights of ROIs may change if the segmentation
stops exactly at a branching point. This process continues until no more voxels
are aggregated.

In [6], the authors proposed improvements to the above algorithm. First, ex-
ecution speed was increased with a simplification of the skeleton computation:
instead of computing the real skeleton, an approximation was obtained by di-
rectly linking the centres of gravity of intersections between a region and their
respective ROI. For intersections occurring on the side and upper borders of
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Fig. 1. Avoiding leaks. The segmentation is repeated with an increasing neighbourhood
mask until no leaks are detected.

the ROIs, a global centre of gravity for the ROI was obtained and connected to
the regions of intersection. This approximation is certainly not precise enough
with respect to skeleton accuracy, but suffices for the estimation of the radii and
orientations of the ROIs of the next step.

The second improvement dealt with the detection of leaks. Instead of the
purely image based approach adopted in [5], the leak detection uses anatomical
knowledge about the airways. For instance, the number of offspring branches
from one level to the next is usually not larger than 3 or 4 and the radius of
a branch is normally a decreasing function of its length and branching level.
By checking the number of branches and their areas resulting from intersections
with ROIs, leaks can be easily detected. Similar ideas were used in [8], with
wavefront propagation algorithms, and in [9], with region growing.

In order to further improve [6] by detecting more airway branches and reach-
ing deeper into the lungs, we propose to extend the region growing with two new
ideas. The first is to use ROIs of adaptive height instead of only adaptive radius,
such that hl = Hρ(l−1) and hl ≥ Hmin, where l ≥ 1 is the current branching
level, hl is the height of the associated cylinder, in millimetres, H is the default
initial height, ρ ∈ [0, 1] is the height change ratio, and Hmin is the minimum
height limit. By doing this, short branches at higher branching levels, which
otherwise would not intersect an ROI, can be detected.

Secondly, whenever the segmentation within an ROI is repeated due to a
leak, each candidate voxel and its neighbourhood within a mask are analysed.
Only if the voxel and all its non-visited neighbours pass the similarity test (voxel
intensity lower than a threshold T in our case) is the voxel aggregated to the
region. Each time the segmentation is repeated, a mask of higher radius is used,
until no leaks are detected or a maximum number of attempts is reached. The
reasoning behind this approach is that a leak always occurs due to the presence
of holes on the boundaries of the region being segmented, so we are basically
trying to discover their sizes. In contrast to the direction affinity adopted in [5],
our neighbour affinity technique allows more possibilities of continuing with the
segmentation, while trying to avoid leaks. The 2-d scheme of Fig. 1 illustrates
the idea and Algorithm 1 details the process.
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Algorithm 1 region grow(image, seed)
1: /* intialization and computation of 1st ROI */
2: while ¬ empty(roi queue) do
3: r ← pop(roi queue)
4: roi region grow(image, r)
5: has leak ← detect leak(r) {using anatomical information}
6: if has leak ∧ (count leak < max count leak) then
7: set neighbour affinity(mask[count leak]) {set mask to avoid leak}
8: count leak ← count leak + 1
9: reset(image, r)

10: push(roi queue, r)
11: else
12: if has leak then
13: remove leaking branches(r) {may remove all branches}
14: end if
15: roi list ← process roi(r)
16: for all ri ∈ roi list do
17: push(roi queue, ri)
18: end for
19: count leak ← 0
20: set neighbour affinity(null) {switch neighbour affinity off}
21: end if
22: end while

In the algorithm, Step 1 comprises a sequence of steps to compute the first
ROI, using the given image and seed point, and push it onto an ROI-queue.
After growing a region within the ROI at the front of the queue, Step 5 detects
leaks using anatomical information. A leak is identified when the ROI splits into
more than 5 regions for levels 1 through 4 and into more than 3 regions for
higher levels. In addition, a leak is also identified when the area from a branch
to its children increases by a factor f ≥ 2. The regions of intersection between
the ROI and the region grown corresponding to leaks are put in a list. If a
leak is detected, Step 7 switches neighbour affinity on by providing the next
neighbourhood mask to be used in the similarity tests. The ROI is reset and
pushed back onto the queue in Steps 9 and 10, respectively. If leaks are still
present after trying all masks, Step 13 removes from the list obtained in Step
5 the corresponding branches. Step 15 processes the remaining branches of the
current ROI and returns a list of ROIs for the next iteration, which are pushed
onto the queue. Finally, Step 20 switches neighbour affinity off and the process
restarts.

Seed Point Selection As mentioned previously, region growing algorithms
need one or more seed points to mark the start of the segmentation. Algorithms
that automate the seed point selection for the segmentation of the airways typi-
cally detect a circular region near the centre of a slice of the image volume. The
region is supposed to correspond to the trachea, and the seed point is taken as
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Fig. 2. A situation where other structures may mislead the detection of the trachea in
an axial slice of the CT scan.

its centre of gravity. This process may fail if the chosen slice contains misleading
regions (e.g., if the CT scan contains parts of the upper airways) or does not
contain the trachea at all. Fig. 2 illustrates the former case with a slice contain-
ing the trachea, the oesophagus, and a tumour. In the present work, we propose
a more robust method to automatically select a seed point inside the trachea.

For one axial slice i = 1 . . . N of the image volume, the method works as in
Algorithm 2. Let us use the threshold below operation to turn all voxels with
intensity below a certain threshold to white and the rest to black [10]. Step 1
thus finds the best threshold to segment the air in the image, which includes
the areas inside the lungs and airway lumen, using Otsu’s method [11]. Step 2
applies a masked, morphological closing operation to the slice in order to fill
all holes. Step 3 identifies 8-connected regions in the resulting image and labels
them. Step 6 removes noise, i.e., all regions with size s ≤ Smin pixels. Step 10
takes care of eliminating narrowed regions, i.e., with excentricity e > emax, and
steps 12 through 15 identify the region of the slice with highest excentricity, Rei

.
After these steps, a number of regions may be left in each slice. These regions

comprise the trachea and areas corresponding to air outside the lungs, the upper
airways, the lungs, etc. The challenge is then to choose the slice containing only
the trachea or at least to correctly identify it when other structures are present.
For this, we minimise a function of several parameters, in order to favour:

– slices with fewer regions, since, in general, the upper part of the trachea
tends to appear alone in the image;

– slices that maximise e, of Rei
, given that the upper part of the trachea, just

below the infraglotic cavity, tends to be elliptical;
– slices in which the major axis of Rei

is aligned with the sagittal plane;
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Algorithm 2 find trachea(slicei)
1: threshold(slicei) {segment air}
2: close(slicei)
3: regionsi ← label(slicei)
4: for all Rj ∈ regionsi do
5: if size(Rj) < Smin then
6: remove(regionsi, Rj) {remove noise}
7: else
8: e ← excentricity(Rj)
9: if e > emax then

10: remove(regionsi, Rj) {remove narrow regions}
11: else
12: if e > maxe then
13: maxe ← e
14: Rei

← Rj

15: end if
16: end if
17: end if
18: end for

– slices with lower indexes, since the search is for the top of the trachea (as-
suming slice 0 coincides with the top position of the CT scan);

– slices in which Rei
is small, which avoids confusion with the lungs;

– slices in which Rei
maximises the area of the ellipse, so that only “regularly”

shaped ellipses are chosen.

We therefore define the minimisation as

arg mini=1..Nf(i, ei, ai, si, ri) = nri

(
i

N
+

si

S
+ (1 − ei) + ai + (1 − ri)

)
, (1)

where {ei, ai, ri ∈ [0, 1]}. In this equation, i is the slice index, nri
≥ 1 is the

number of regions of the slice, si is the size of Rei
in pixels, with S being a max-

imum size threshold, ei is the excentricity of Rei
, ai is the angle between Rei

’s
major axis and the sagittal direction, and ri is a measure of area maximisation.
The latter is computed by taking the ratio between the number of pixels of Rei

and the area of its corresponding ellipse. Lastly, the selected seed point is the
centre of gravity of the Rei

that minimises f(·).

3 Experiments

As stated in Section 1, the proposed method was tested with a dataset of
40 patients, provided as part of the workshop and airway segmentation chal-
lenge EXACT09: Extraction of Airways from CT 2009. The data was subdi-
vided into one training and one testing group, each with 20 patients, num-
bered CASE01. . .CASE20 and CASE21. . .CASE40, respectively. The segmen-
tation was evaluated by a team of trained observers. The aim of the workshop
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was to compare the performance of different algorithms. For this purpose, a
ground truth was constructed from all submitted segmentations and all submis-
sions were evaluated with respect to this ground truth.

The objective of the experiments was to check, for the testing group, how
many branches were detected, the segmented tree length and the amount of
leakage. The following measures were used to compare the submitted results:

– Branch count: number of branches detected.
– Branch detected: the fraction of branches that were detected with respect to

the branches present in the ground truth.
– Tree length: the sum of the length of the centre lines of all correctly detected

branches.
– Tree length detected: the fraction of tree length that was detected correctly,

relative to the tree length of the ground truth.
– Leakage count: the number of unconnected groups of “correct” regions that

are neighbours of a “wrong” region.
– Leakage volume: the volume of regions that are wrongly detected.
– False positive rate: the fraction of the volume of regions that are detected

wrongly relative to the volume of all detected regions.

The trachea was excluded from the branch length and branch count related
measurements. For the voxel based measures of leakage, both trachea and main
bronchi were excluded. Furthermore, the exact airway shape and dimensions
were not taken into account.

We implemented algorithms 1 and 2 in C++, and the programs were executed
on an Intel R© Core

TM

2 Quad CPU, at 2.4 GHz, with 8GB of RAM, running
under Windows Vista

TM

Ultimate 64-bits. The region growing algorithm used
a single threshold value T = −800HU for the whole airway tree and did not
employ multiseeded connectivity, as opposed to [5], since we only segmented
the airway lumen, not the walls. In addition, intensities of candidate voxels
were averaged within a 6-connected neighbourhood to reduce noise artefacts.
The parameters ρ and Hmin were primarily chosen empirically for the training
group, but adjustments were necessary during the experiments with the test set.
Eventually, ρ = 0.85 provided the best results except for CASE32, for which it
was set to ρ = 0.75, with Hmin = 2mm in all cases. For the neighbour affinity,
we used spherical and cubic masks with radii from 1 to 7 voxels, defining, in
this order, 6, 18, 26, 92, 124, 342, 728, 1330, and 2197-neighbourhoods. These
masks remained unchanged during the experiments with the test set, but new
masks were added until the results for the training group were, at least visually,
acceptable. With respect to the seed point selection, we used in Algorithm 2

Smin = 250 pixels and emax = 0.75, and, in Eq. (1), S was equal to the number
of pixels of the slice and N = min(300, Na) slices, where Na is the number of
axial slices of the image volume. Again, these values were empirically chosen for
the training group, but remained unchanged with the test set.
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3.1 Results

The results obtained with the region growing algorithm applied to the testing
group1 can be seen in Table 1. The main difficulty in the segmentation of the
airways is to find the balance between the number of segments detected and
leakage. In general, it is very difficult to increase the former without allowing
the latter to increase as well. Our approach thus remained on the conservative
side in terms of branch count and reach, but mostly with low leakage count.

Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 69 34.7 39.4 35.7 0 0.0 0.00
CASE22 132 34.1 86.4 26.1 7 160.0 1.14
CASE23 89 31.3 56.6 21.7 6 56.1 0.52
CASE24 69 37.1 56.0 34.4 14 277.2 1.66
CASE25 76 32.5 58.5 23.2 8 557.8 3.27
CASE26 35 43.8 24.3 37.0 0 0.0 0.00
CASE27 36 35.6 25.9 31.9 0 0.0 0.00
CASE28 53 43.1 35.2 32.1 1 473.7 7.60
CASE29 73 39.7 46.9 34.0 4 27.6 0.40
CASE30 47 24.1 33.2 21.7 0 0.0 0.00
CASE31 61 28.5 39.0 22.2 7 578.0 6.98
CASE32 64 27.5 46.6 21.4 2 1740.7 14.34
CASE33 70 41.7 50.2 34.2 5 670.3 11.25
CASE34 140 30.6 85.4 23.9 10 2407.9 12.70
CASE35 95 27.6 61.1 19.8 3 39.7 0.32
CASE36 83 22.8 69.7 16.9 0 0.0 0.00
CASE37 67 36.2 52.3 29.4 2 105.9 1.11
CASE38 28 28.6 23.5 35.3 0 0.0 0.00
CASE39 109 21.0 84.8 20.7 2 93.5 1.04
CASE40 88 22.6 63.6 16.4 13 1420.6 10.24

Mean 74.2 32.1 51.9 26.9 4.2 430.4 3.63
Std. dev. 29.5 6.9 19.6 6.9 4.4 672.3 4.92

Min 28 21.0 23.5 16.4 0 0.0 0.00
1st quartile 53 27.5 35.2 21.4 0 0.0 0.00
Median 70 31.9 51.3 25.0 3 99.7 1.07
3rd quartile 95 39.7 69.7 34.4 8 670.3 10.24
Max 140 43.8 86.4 37.0 14 2407.9 14.34

Further improvements to the proposed method include more robust algo-
rithms to detect leaks and avoid them. One characteristic of the neighbour affin-
ity we adopted is the fact that the resulting segmentation will become thinner as
1 Provided by the organisers of the workshop.
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the neighbourhood mask increases, but this can be corrected with local dilation
operations. Another improvement is the use of adaptive intensity thresholds,
employed in, e.g., [9, 3]. In fact, we have already tried this approach and pro-
duced some primary results. We observed that although the number of branches
may increase considerably, so may the number of leaks. As a consequence, this
technique must be coupled with efficient leak detection and removal.

With respect to the automatic seed point selection, the proposed algorithm
performed very well in all cases. The selected point was always located inside
the trachea, at the top. In very few situations, however, the point was set at a
lower location. This happened when the trachea had an almost circular shape
along all or nearly all of its length. Since we favoured elliptical regions, such a
shape happened to appear at slices with higher indexes. Given that the trachea
was not considered in these experiments, it was not a problem, but adjustments
to the function of Eq. (1) may still be necessary.

Table 2 presents the execution times of the proposed algorithms applied to the
testing group. For the region growing, execution time is naturally an increasing
function of the number of detected branches, but all executions ran in less than
1 minute, with half of them below 3 seconds and 75% below 8 seconds. The seed
point selection, in turn, showed less varying execution times, mostly because
N = 300 slices for all cases. The differences between cases lay mainly in the
complexity of each slice processed by the algorithm. Finally, Fig. 3 presents the
segmentation results for 2 patients.

4 Conclusions

In this work, we presented a semi-automatic region growing method for the
segmentation of the intrathoracic airways from tomographic scans. The method
uses cylinders (or ROIs) of adaptive orientation and dimensions to bound the
segmentation. The role of these ROIs is to set a limit to leaks, a common problem
with region growing algorithms, and to allow them to be more easily detected.
Our approach uses anatomical information about the airways in order to detect
the leaks and we proposed a novel algorithm to avoid new leaks once they are
detected. We also proposed a heuristic algorithm to automatically select a seed
point at the top of the trachea, which is later provided to the region growing
algorithm. The method was tested on a dataset of 40 patients, and remained on
the conservative side in terms of branch detection, but with a low number of
leaks in most cases.
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Table 2. Execution times of the algorithms applied to the test set.

Region Seed Total
growing selection time

(secs) (secs) (secs)
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Abstract. The automated extraction of the airway tree from 3-D chest
CT data can greatly reduce the workload of physicians during diagno-
sis (e.g. quantification of airway morphology) and treatment (computer-
aided bronchoscopy) of lung disease. This paper presents a method to
automatically extract the airways driven by a sharpening filter, which
enhances the branch edges in the input image based on the Laplacian
of Gaussian, and adaptive cuboidal volumes of interest that an adap-
tive region growing algorithm uses to trace the airway tree. The method
was trained on 20 data sets and evaluated on another 20 data sets from
various scanners, using a wide range of acquisition and reconstruction
parameters, including low dose scans. Compared to other state-of-the-
art methods, our algorithm features the highest detection and extrac-
tion rates of bronchial branches. Future research needs to focus on the
development of a method for automatic leakage detection.

1 Introduction

During the last century, from the first X-ray images taken 1895 and the advent
of 3-D computed tomography (CT) in the seventies, medical imaging technolo-
gies greatly advanced. This went along with the generation of high-resolution
data sets allowing more accurate as well as reliable diagnosis and treatment of
diseases. However, as physicians diagnosing a patient need to handle this vast
amount of data in a timely manner, various researchers and companies also
started the development of methods for automated processing and analysis of
patient data to allow a faster computer-aided diagnosis.

One example is the automatic extraction of the tracheobronchial (airway)
tree from chest CT data to reduce the workload of physicians during diagnosis
(e.g. quantification of airway morphology) and treatment (computer-aided bron-
choscopy) of lung disease. This is a very active field of research, which started
to evolve in about 1995 [1]. Sluimer et al. provide a short overview of meth-
ods developed during the first 10 years of research [2]. As all methods have to
face problems highly related to image quality and acquisition such as low-dose
scanning, noise, partial volume effects, and cardiac motion, and patient-specific
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aspects such as pathology, implants, and mucus, the perfect method is yet to
be developed. Hence, many more recent works can be found in the literature
addressing one or more of these problems, e.g. [3–6].

We here present an enhancement of our previously developed adaptive airway
tree extraction method [7, 8], which can work on noisy and low-dose scans, is
faster than our initial method, and was evaluated on a large number of datasets.

2 Method

As our method requires input data with reasonably low noise and a seed point
in the trachea to start the airway extraction, we are first performing a couple of
preprocessing steps, as described in section 2.1. Section 2.2 describes the core of
our algorithm. Basically, it first reconstructs a small volume of interest (VOI)
around the current branch of the airway tree (starting at the trachea), which is
automatically adapted to the size of the branch. Within the VOI, first the edges
of the airways are enhanced by a sharpening filter, followed by region growing
using an adaptive threshold to take care of obvious leakages and a routine to
detect bifurcations or trifurcations of the tree. Each bifurcation or trifurcation is
followed by generating more volumes of interest and repeating the process, until
no more furcations can be detected.

2.1 Preprocessing

Seed Point Search As our algorithm depends on a reliable seed point inside the
trachea, we first determine air voxels within the body region of the patient,
whose intensities are lower than about -500 Hounsfield units (HU). Based on a
method similar to [9], we then extract the lung and its bounding box. Within the
most superior axial slice of the bounding box, we automatically determine the
trachea, which is of circular shape, specific size (i.e. a diameter of less than about
5 cm), approximately in the center of the bounding box along the mediolateral
axis, and in between the center and the anterior of the bounding box along the
anteroposterior axis. It is important to use this particular slice to start the search
and not another more superior slice e.g. in the oral cavity, as the air region there
is not shaped as the trachea and sometimes disconnected from the rest of the
airways. From all trachea voxels extracted in the axial slice we simply choose
their centroid as our seed point for airway extraction.

Image Smoothing Our algorithm also requires image data that contains a rea-
sonably low amount of noise, which usually does not hold for certain scan types
(e.g. low dose scans) and reconstruction parameters (e.g. very sharp convolution
kernels). We therefore analyze image noise by computing the mean of the gradi-
ent magnitude of all air voxels identified previously inside the bounding box of
the lung. Depending on the level of image noise, we perform 𝑛 image smoothing
iterations. During smoothing, we utilize a modified curvature diffusion equation
[10], which is a level-set equivalent of the anisotropic diffusion equation proposed
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in [11]. However, it preserves and enhances airway tree edges better than conven-
tional anisotropic diffusion. Using default parameters, i.e. a time step of 0.0625
in the computation of the level set evolution and a value of conductance of 3.0,
we alter the number of iterations 𝑛 depending on the mean gradient magnitude
∇:

𝑛 =

⎧⎨
⎩

0 if ∇ ≤ 100

1 if 100 < ∇ ≤ 150

2 if 150 < ∇ ≤ 200

3 otherwise

(1)

2.2 Airway Tree Extraction

An airway tree is extracted by tracing its structure branch by branch using VOIs
of adaptive size and starting at the trachea. We here explain the procedures
briefly. More details can be found in [7, 8, 12].

Initial Threshold Selection First, we obtain an initial threshold for airway tree
extraction, 𝑇𝑖𝑛𝑖, by performing a region growing based method [1], which extracts
the largest region whose number of voxels is smaller than a predefined value
(e.g. one tenth of the lung volume) starting at our previously determined seed
point.

VOI Setting We define a VOI as a cuboid with eight vertices 𝑽1 - 𝑽8 and two
points 𝑷1 and 𝑷2, which are the centers of the two faces 𝑆1 and 𝑆2 (see Fig. 1).
The size of a VOI is denoted by the width 𝑊 , height 𝐻, and depth 𝐷. The z-axis
of a VOI indicates the running direction of a bronchial branch. Hereafter, the
image circumscribed by a VOI is used to calculate local features of the bronchus
and is called VOI image.

Local Image Enhancement Whenever a new VOI image is generated, it is first
enhanced by performing a sharpening filter based on the Laplacian of Gaussian
[7]. Using the sharpening filter, the intensity of the bronchial wall becomes higher
while that of the lumen is weakened. This is to reinforce bronchial features that
were lost due to partial volume effects.

In detail, a VOI image 𝑭 is enhanced to 𝑭sharpened by

𝑭sharpened = 𝑭 − 𝛽 ⋅ 𝐿𝑜𝐺(𝑭 ) + 𝐿′𝑜𝐺(𝑭 )

2
(2)

where 𝐿𝑜𝐺 is the Laplacian of Gaussian, 𝐿′𝑜𝐺 is a modified version of it, and 𝛽
determines the degree of sharpening. The 𝐿′𝑜𝐺 filter is using the same Gaussian
convolution kernel as the 𝐿𝑜𝐺 filter, but its Laplacian convolution kernel ignores
any voxels being greater than the center voxel of the kernel.

The standard Laplacian filter gives negative values for voxels whose neighbors
are of lower intensities and positive values for neighbors of higher intensities. This
is, if airway branches are clearly separable from surrounding tissue, bronchial
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wall voxels will tend to give negative values, while bronchial lumen voxels will
tend to give positive values, and thus airway branches are enhanced. However,
if the bronchial wall is adjacent to tissue of higher intensity than the wall itself,
the standard 𝐿𝑜𝐺 filter can provoke the contrary result, weakening the wall. To
counteract this effect, we introduce the modified Laplacian of Gaussian, whose
output is always negative and therefore never weakens the bronchial wall. We
equally weight 𝐿𝑜𝐺 and 𝐿′𝑜𝐺.

In our current implementation, we set the scale 𝜎𝐿 of the Laplacian kernel
to

𝜎𝐿 = min (3, ⌊15 ⋅ 𝑟𝑒𝑠𝑜min/𝑟⌋) (3)

and the scale 𝜎𝐺 of the Gaussian kernel to

𝜎𝐺 = 𝑟𝑒𝑠𝑜min (4)

where 𝑟𝑒𝑠𝑜min is the minimum voxel resolution of the VOI image and 𝑟 is the
radius of the currently processed branch (see below for details on how to obtain
𝑟). However, in the future we will unify the sizes of the convolution kernels, so
they are both dependent on the radius of the current branch.

VOI for Trachea We set the VOI for the trachea, which is the root of the
airway tree, based on the seed point detected above. First, the orientation of the
coordinate system of the VOI is set to be equal to that of the CT image. The
center point 𝑷1 of the VOI is translated so as to coincide with the seed point.
The VOI is of cuboidal shape and its edges are twice as long as the diameter of
the trachea region intersecting with the most superior axial slice of the bounding
box of the lung. The bronchial region inside the VOI image is then extracted by
a region growing with threshold 𝑇 , which is initialized by 𝑇𝑖𝑛𝑖 + 100[HU].

Then, the VOI is iteratively adjusted in z direction using a binary search
[12]. This is, the VOI is extended or shortened while halving the search interval
of the binary search, until we find a furcation or the end of a branch (see below).

Identification of Furcation After each iteration, we check the number of con-
nected components, 𝑁𝑐, on the VOI surface (except 𝑆1) to find out whether
the current branch furcates or not. Each connected component is denoted by 𝐶𝑖

(1 ≤ 𝑖 ≤ 𝑁𝑐). Depending on the number of connected components, we iteratively
execute one of the following cases:

– Nc = 0: If the binary search interval is still greater than 𝑟𝑒𝑠𝑜min, we shorten
the VOI. If it reaches 𝑟𝑒𝑠𝑜min, we terminate tracing.

– Nc = 1: The VOI is extended and the bronchial region is re-segmented using
region growing thresholded at 𝑇 .

– Nc = 2 or Nc = 3: We found a furcation. If the binary search interval is
still greater than 𝑟𝑒𝑠𝑜min, we shorten the VOI. If it is equal to 𝑟𝑒𝑠𝑜min, we
terminate tracing for the current branch and calculate its final dimensions.
Its thickness is measured by averaging the extracted bronchial region on
each slice of the VOI image along the z-axis of the VOI. The radius of the
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Fig. 1: Definition of VOI. It has eight
vertices 𝑽1 - 𝑽8 and two points 𝑷1

and 𝑷2 that are the centers of the
faces 𝑆1 and 𝑆2. The VOI size is𝑊×
𝐻 ×𝐷.
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Fig. 2: Generation of child VOIs.
Each child VOI is oriented along
the line from a detected furcation
point 𝒈 to the center of gravity 𝒈𝑖
of child branches. Width and height
of a child VOI are set to be twice
as large as the radius of the child
branch.

branch, 𝑟, is calculated from this thickness. The furcation point, 𝒈, is then
determined as the gravity center of the bronchial region on the (D-r)-th slice.
The gravity center of each 𝐶𝑖, 𝒈𝑖, is also calculated. Then, child VOIs are
generated based on 𝒈, 𝒈𝑖, and 𝑟, as described in the next paragraph.

– Nc > 3: If the binary search interval is still greater than 𝑟𝑒𝑠𝑜min, we shorten
the VOI. If it is equal to 𝑟𝑒𝑠𝑜min, the threshold T is reduced by 𝛥𝑇 and the
bronchial region is updated.

Generation of Child VOIs If a bifurcation or trifurcation appears, we generate
child VOIs for each 𝐶𝑖 to further trace the airway branches (Fig. 2). 𝑃1 of a
child VOI for 𝐶𝑖 is set to the furcation point 𝒈, while 𝑃2 is set to 𝒈𝑖. That is, the
VOI is oriented from the furcation point to the child branch. Width and height
of a child VOI are set to be twice as big as the radius of the child branch, which
is calculated from the region 𝐶𝑖. To prevent tracing from growing into sibling
branches, we set levees 𝐿𝑗 among VOIs as shown in Fig. 3. No voxels beyond these
levees are extracted. Then, the bronchial region in a child VOI is updated. If the
radius of a branch is smaller than a predefined value 𝑇𝑟, then the resolution of
the current VOI image is doubled by using tricubic interpolation. The bronchial
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region is updated again and we repeat the iterative process described before to
check whether a furcation appears.

g
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g2
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g

Fig. 3: Levees to prevent tracing from growing into sibling branches. They are
set among newly created child VOIs for the cases of (left) bifurcation and (right)
trifurcation, respectively.

Reconstruction of Airway Tree After finishing all processes, we reconstruct the
airway tree by projecting bronchial regions inside all VOI images into the original
CT image. In addition, the tree structure is extracted by connecting 𝑃1 and 𝒈
of each VOI.

3 Results

Our method was centrally evaluated by a team of trained observers within the
scope of an airway tree segmentation challenge to compare the performance of
different algorithms [13]. We applied our method to 40 CT data sets acquired
by various scanners located in hospitals in Denmark, Germany, the Netherlands,
USA, and Japan, using a wide range of acquisition and reconstruction parame-
ters, including low dose scans. We used 20 data sets to train our method and 20
data sets for evaluation. The free parameters of our algorithm, as described in
Section 2, were selected as 𝛥𝑇 = 4, 𝑇𝑟 = 15 ⋅ 𝑟𝑒𝑠𝑜min, and 𝛽 = 0.05, using the
training data.

To obtain correctly (true positive) and falsely (false positive) extracted air-
way tree voxels and branches and in order to compare our method to other
algorithms, ground truth segmentations were generated from the extraction re-
sults of all algorithms. Therefore, for each algorithm and data set, following
evaluation steps were performed:

1. Determination of all airway tree branches from the segmentation using a fast
marching based algorithm similar to [14].

2. Visual evaluation of the airway tree branches using MPR (multiplanar ref-
ormation) and oblique views as well as reformatted views with straightened
airway centerlines.
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3. Labeling of each branch to be true positive or false positive, i.e. whether it
is part of the airway tree or not, by at least two observers; its exact shape
and dimensions are ignored.

The overall ground truth segmentation for each data set is then generated
from all true positive branches of all algorithms. For evaluation, following seven
measures were defined and computed:

– Branch count: Number of true positive branches with a centerline length of
more than 1 mm.

– Branch detected: Percentage of the number of true positive branches divided
by the number of ground truth branches.

– Tree length: Overall length of the centerlines of all true positive branches.
– Tree length detected: Percentage of the true positive tree length divided by
the ground truth tree length.

– Leakage count: Number of unconnected true positive regions in a 26-connected
neighborhood of all false positive voxels, i.e. within a one voxel-thick border
around all false positive voxels. This measure indicates how difficult it is to
manually separate leakages from true positive branches.

– Leakage volume: The volume of all false positive voxels.
– False positive rate: Percentage of the number of false positive voxels divided
by the number of all detected voxels.

During evaluation, the trachea was excluded from any measures related to
branch and tree length or count. For the leakage measures, the trachea as well
as the left and right main bronchi were excluded.

Table 1 summarizes the results of the evaluation of our method. Exemplary
airway tree extractions depicting extreme cases of leakages and branch extrac-
tions are shown on Fig. 4. Depending on the size of the data set and the number
of branches to extract, our method takes about 5±3 minutes to process a case on
a standard workstation with two 64-bit Quad-Core Intel Xeon 5355 processors.

4 Discussion

As can be seen in Tables 1 and 2, our method can extract the airway tree more
completely than any method of the other teams. However, it is also obvious that
our method currently produces a lot of leakages. All leakages occur in peripheral
branches, where the bronchus walls are very thin and hence allow their interior
to easily merge with the exterior (due to partial volume effects and insufficient
image resolution). The lacking availability of a more appropriate stopping cri-
terion or leakage detection of our algorithm attributes to the high number of
false positive branches. Various solutions for this could be thought of. One rea-
sonable approach would be to integrate simultaneous labeling of branches into
our algorithm (similar to [14]), which could verify the currently extracted tree
structure against an atlas or a database of ground truth trees and automati-
cally detect branches that are heavily deviating from the ground truth data,
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Table 1: Evaluation results for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 104 52.3 58.4 52.8 9 1138.8 10.43
CASE22 292 75.5 233.6 70.7 103 7558.5 20.37
CASE23 242 85.2 198.4 76.3 92 5387.7 16.83
CASE24 164 88.2 140.3 86.3 50 6690.9 18.04
CASE25 210 89.7 226.3 89.8 33 4944.8 11.99
CASE26 42 52.5 30.6 46.5 2 92.6 1.52
CASE27 72 71.3 48.9 60.3 2 63.2 0.61
CASE28 116 94.3 97.4 88.8 13 2011.7 12.68
CASE29 137 74.5 99.8 72.3 21 4417.9 22.42
CASE30 157 80.5 117.6 77.0 24 10404.7 35.88
CASE31 187 87.4 158.7 90.4 30 11956.8 30.90
CASE32 181 77.7 166.5 76.4 34 8452.1 21.75
CASE33 138 82.1 111.7 75.9 30 1722.3 12.28
CASE34 339 74.0 248.7 69.5 61 5287.9 11.47
CASE35 301 87.5 270.2 87.3 70 7188.3 17.34
CASE36 265 72.8 274.6 66.6 7 809.2 2.43
CASE37 170 91.9 155.4 87.4 42 7966.4 24.28
CASE38 66 67.3 43.9 66.1 5 255.3 2.24
CASE39 248 47.7 202.6 49.5 34 5817.6 16.76
CASE40 305 78.4 290.9 75.2 47 10598.2 21.08

Mean 186.8 76.5 158.7 73.3 35.5 5138.2 15.56
Std. dev. 86.4 13.3 82.2 13.4 28.6 3754.5 9.52

Min 42 47.7 30.6 46.5 2 63.2 0.61
1st quartile 116 71.3 97.4 66.1 9 1138.8 10.43

Median 176 78.0 157.0 75.6 32 5337.8 16.79
3rd quartile 292 88.2 248.7 87.4 61 8452.1 22.42

Max 339 94.3 290.9 90.4 103 11956.8 35.88
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(a) CASE22 (Highest number of leakages)

(b) CASE26 (Lowest number of detected branches)

(c) CASE31 (Highest leakage volume)

Fig. 4: Exemplary results visualized by (left) volume rendering of the extracted
airways and (right) the corresponding tree structure.
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(d) CASE34 (Highest number of detected branches)

(e) CASE37 (Highest percentage of detected branches)

(f) CASE40 (Longest tree length)

Fig. 4: Exemplary results visualized by (left) volume rendering of the extracted
airways and (right) the corresponding tree structure.
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e.g. in terms of branch length, branch direction, or furcation patterns. Another
more pragmatic solution would be to check for extracted regions not looking like
branches, i.e. having a much bigger radius than their parent branches or not
being of tubular shape. This could be performed in a post-processing step.

Table 2: Comparison of our results to all other teams participating in the chal-
lenge. Teams using semi-automated segmentation methods are marked by a *.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

Team 1 91.1 43.5 64.6 36.4 2.5 152.3 1.27
Team 2 157.8 62.8 122.4 55.9 12.0 563.5 1.96
*Team 3 74.2 32.1 51.9 26.9 4.2 430.4 3.63

(Ours) Team 4 186.8 76.5 158.7 73.3 35.5 5138.2 15.56
Team 5 150.4 59.8 118.4 54.0 1.9 18.2 0.11
*Team 6 77.5 36.7 54.4 31.3 2.3 116.3 0.92
Team 7 146.8 57.9 125.2 55.2 6.5 576.6 2.44
*Team 8 71.5 30.9 52.0 26.9 0.9 126.8 1.75
Team 9 139.0 56.0 100.6 47.1 13.5 368.9 1.58
Team 10 79.3 32.4 57.8 28.1 0.4 14.3 0.11
*Team 11 93.5 41.7 65.7 34.5 1.9 39.2 0.41
Team 12 130.1 53.8 95.8 46.6 5.6 559.0 2.47
Team 13 152.1 63.0 122.4 58.4 5.0 372.4 1.44
Team 14 161.4 67.2 115.4 57.0 44.1 1873.4 7.27
*Team 15 148.7 63.1 119.2 58.9 10.4 158.8 1.19

Furthermore, it is worth mentioning that our algorithm as well as any other
algorithms based on region growing, level sets, fast marching, and the like start-
ing from a single seed point inside the trachea will fail to extract the airways,
if any of the branches are interrupted by tumors. This issue needs to be tackled
by the research community in their upcoming work.

5 Conclusion

We presented a fully automatic method for airway tree extraction in 3-D chest
CT. After automatically finding a seed point in the trachea, it tracks and ex-
tracts the airway branches within adaptive cuboidal volumes of interest and by
enhancing the input image utilizing a sharpening filter based on the Laplacian
of Gaussian. As our current implementation does not include an automatic leak-
age detection method, we get false positive branches in the peripheral branches.
Apart from that, our method is able to extract a very high number of airway
branches, in fact more than any of the other 14 semi-automated and automatic
methods evaluated within an airway extraction challenge.
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Abstract. In this paper we propose a fully self-assessed adaptive region
growing airway segmentation algorithm. We rely on a standardized and
self-assessed region-based approach to deal with varying imaging condi-
tions. Initialization of the algorithm requires prior knowledge of trachea
location. This can be provided either by manual seeding or by automatic
trachea detection in upper airway tree image slices. The detection of the
optimal parameters is managed internally using a measure of the varying
contrast of the growing region. Extensive validation is provided for a set
of 20 chest CT scans. Our method exhibits very low leakage into the lung
parenchyma, so even though the smaller airways are not obtained from
the region growing, our fully automatic technique can provide robust and
accurate initialization for other methods.

Key words: CT, airways, segmentation, multi-tolerance, adaptive region grow-
ing, median filter

1 Introduction

CT scans are frequently used for pulmonary disorder assessment [1]. Pathologies
that could affect sufficient lung function include tumors, pulmonary embolism,
atelectasis, pneumonia, emphysema, asthma, bronchiectasis, and many others.
Certain lung diseases can be diagnosed based on airway wall thickness mea-
surements, diameter, branching geometry and rate of tapering. CT is currently
the only readily accessible, relatively noninvasive technique that is capable of
providing airway tree quantitative structural data in vivo [2].

Traditionally, analysis of CT chest scans was performed manually by skilled
radiologist who recognized areas of abnormal airway properties in consecutive
slices of the examined scan. However, analyzing about 400 slices covering the
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sitario Virgen del Roćıo” (Sevilla), and ”Consejeŕıa de Salud de la Junta de An-
dalućıa”. Carlos S. Mendoza was supported by a doctoral scholarship financed by
Universidad de Sevilla.
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chest area is very tedious and too cumbersome for everyday clinical use. More-
over, manual analysis performed by the radiologist was only qualitative esti-
mation of airway abnormalities without accurate quantification of pathological
changes.

Even though airway tree abnormalities can be detected based on 2D slices,
the ability to extract a full 3D model of the airway tree from a 3D image has
several key advantages. For example, slice based measurements can be inaccurate
if the airway is not perpendicular to the slice. Also, information available from
the slices is deprived of useful context, making it harder for a radiologist to keep
track of the generation number of an airway, the structure of nearby airways or
the overall shape of a segment [3].

There has been a number of efforts to try to delineate the airway tree in chest
CT scans. Airway tree segmentation is a complex task, mainly due to inhomo-
geneous grey level of the voxels located inside the bronchial lumen, artefacts
caused by blood vessels adjacent to airway walls and changes of intensity levels
along airway walls.

Many airway segmentation methods use region-growing algorithms, which
attempt to separate air and soft tissue voxels using an HU (Hounsfield Unit)
threshold [4–8]. Region growing is fast and assumes no prior knowledge of the
shape or size of the airways. Choosing an appropriate global HU threshold is
difficult, however, as the lungs are filled with air and misclassifying a single wall
voxel can allow the segmentation to leak into the lung parenchyma.

Other methods make use of grey-level morphological operators [9–12], or
front wave propagation schemes [13–15], to impose structural properties derived
from a priori anatomical knowledge.

Region growing is the preferred method for initializing several of the afor-
mentioned algorithms, being a fast and intuitive technique [3,10,11]. Some recent
segmentation techniques perform region growing stages on images derived from
the intensity of the scan, like the morphological gradient [16], or the posterior
of a classification stage [17]. Thus, fully automatic region growing approaches
become mandatory, specially those that can provide as much information as
possible for the following algorithmic stage, with very low leakeage.

Few fully automatic region growing methods have proven successfull in these
tasks over a significant variety of imaging devices. One of the most common
techniques for threshold determination was proposed by Mori et al. [6]. Their
approach, widely known as explosion-controlled region growing, tries to deter-
mine optimal thresholds by detection of sudden volume increase in the segmented
region. The difficulty lies in defining how much volume increase is considered ex-
plosion, as compared to normal region growth. In our work, we also propose a
self-assessed region growing algorithm. Our assessment strategy is founded on a
previous normalization stage, and makes use of an iteratively computed contrast
measure. In our method there is no need to define any confidence margins, as
the segmented region is determined precisely by the evolution of the proposed
contrast measure.
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Apart from manual trial-and-error adaptive threshold selection [18], some
self-assessed adaptive region growing strategies have been proposed in the past,
in a variety of application contexts.

In their work [19], Hojjatoleslami and Kittler proposed a method based on
finding the global maxima for two different contrast measures which they com-
puted iteratively, as intensity-decreasing pixels were added to the segmented re-
gion. The success of the assessment was founded on the assumption that maximal
contrast occurred on region boundaries, which is a reformulation of approaches
assuming that the variation of the gray values within regions is smaller than
across regions, an inherent assumption in all region growing techniques [20]. Un-
fortunately, the exhaustivity of their per-pixel approach entailed very low com-
putational efficiency, aggravated by their multiple complex peripheral measures.
Revol-Muller et al. [21] used morphological measures to assess the multiplier
of the adaptive range in region growing. Instead of computing their assessment
function for every pixel addition to the region, they sampled the function for an
evenly-spaced set of values.

In our method we propose an assessment function based on a simple measure
of the evolving contrast for the region growing sequence. To make this approach
computationally feasible in 3D, we produce only evenly-spaced samples of this
function, along the values of the assessed parameter defined on the normalized
dynamic range of the image. This sampling strategy dramatically reduces com-
putational complexity while preserving most critical values.

Globally, our goal is to provide fast automatic segmentation based only on
the location of the upper part of the trachea. Our automatic segmentation al-
gorithm extracts a large fraction of the visible airways with few false positive
branches. For some applications, however, even this accuracy rate can be insuf-
ficient. Our method can then be considered as an initialization stage for other
refining strategies, in a wide variety of imaging devices, and with no significant
leakage, as suggested by our experimental results.

2 Method

2.1 Airway Lumen Intensity Model

Since our goal is providing a mechanism for airway segmentation with minimal
user intervention, we have established a model that takes into account their
intensity distribution in CT images.

We model then our object of interest as a connected region whose pixel in-
tensities are sampled from a Gaussian distribution with unknown mean and
standard deviation. We know that our region of interest is surrounded by other
tissues derived from other, sometimes adjacent, intensity distributions. Although
common in the literature, this assumption for the intensities is rarely met in
practice, in the sense that the intensity distributions of tissues are only ap-
proximately Gaussian, as can be inferred from direct observation of histograms.
Besides, partial overlap between adjacent distributions often occurs. For dealing
with these inconveniences we propose the use of an assessment function, that
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is to be evaluated along a sequence of region growing stages (region growing
sequence).

2.2 Segmentation Algorithm

Normalization and Denoising Since our method was conceived for images
from a wide range of scanners and acquisition protocols, we have developed a
normalizing stage that accounts for such variability. As we will introduce later
on, for the self-assessed region growing stage of the algorithm, we require the
input intensity dynamic range to be normalized with respect to some parameter
estimates of the objective intensity distribution.

In the following equations in which we describe the normalization process,
N is a cubic neighborhood of radius R around the seed, x is a voxel position,
f(x) is the intensity for voxel at x, f̄N is the mean intensity estimate in N and
|N | is the cardinality of N . Moreover, σfN

is the estimated standard deviation
for intensities in N , K is a constant parameter, and f(x), f ′(x) are the input
and output intensities for the non-linear mapping described below.

f̄N =
1
|N |

∑
xk∈N

f (xk) , (1)

σfN
=

√
1
|N |

∑
xk∈N

(
f (xk) − f̄N

)2
, (2)

f ′(x) =

⎛
⎝1 + exp

⎛
⎝−f(x) − f̄N(

KσfN

3

)
⎞
⎠

⎞
⎠

−1

. (3)

In a first step we proceed by Gaussian distribution maximum-likelihood (ML)
estimation of the mean and standard deviation as in (1-2), and then perform a
non-linear normalization using a sigmoidal transfer function centered on the es-
timated mean as in (3). The width of the sigmoidal window extends Kσ around
the center f̄N of the mapping. For K = 3 the width of the window would be
enough to map 99.7% of the samples, of a Gaussian distribution with similar
mean and standard deviation. Greater values of K ensures robust mapping for
the estimated distribution (that of the tissues of interest). The sigmoidal map-
ping has been chosen because of its smoothness, and its ability to focus the
output dynamic range on a given input intensity range of interest.

Finally, we perform non-linear denoising using an in-slice bidimensional me-
dian filter with kernel radius Γ . Other denoising schemes would be valid, always
keeping in mind that stronger smoothing usually involves loss of smaller airways.

Self-Assessed Region Growing Departing from a normalized and filtered
version of the image under study, whose intensities lie in the range [0, 1], we
apply our self-assessed contrast-maximizing algorithm. The initial region that
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needs to be provided (the upper trachea) can be obtained by means of manual
seeding, or by automatic detection using one of the many methods available
in the literature [22, 23]. For this initial implementation we decided to simply
provide the seeds manually, as described below.

Considering an initial region R0 defined by several seeds along the upper tra-
chea, we provide the analytical description of the i-th iteration of the algorithm:

1. Update multiplier ki = k0 + iΔk
2. Compute, in last iteration grown region Ri−1, ML estimates for the mean

(available from last iteration) and standard deviation (f̄ ′
Ri−1

, σf ′
Ri−1

)
3. For every candidate voxel xci−1 being 26-connected to Ri−1, xci−1 ∈ Ri if

f ′ (xci−1

) ∈
[
f̄ ′

Ri−1
± kiσf ′

Ri−1

]
(4)

4. Compute the assessment function Oi

(
f̄ ′

Ri
, f̄ ′

Pi

)
using the intensity average

f̄ ′
Ri

in Ri and the intensity average f̄ ′
Pi

in the external perimeter Pi of Ri

according to (1) and the following eqs.:

Pi = {xci
} ∩ Ri

C , (5)

Oi

(
f̄ ′

Ri
, f̄ ′

Pi

)
=

∣∣∣∣ f̄
′
Pi

− f̄ ′
Ri

f̄ ′
Pi

+ f̄ ′
Ri

∣∣∣∣ (6)

5. If Oi−1 was a local maximum, when compared to Oi−2 and Oi (only when
i ≥ 2), then the algorithm stops and the output is Ri−1. Otherwise another
iteration takes place

Of all aforementioned parameters only k0 and Δk are critical for the performance
of the algorithm. k0 affects computational efficiency requiring a greater number
of iterations before a local maximum of O

(
f̄Ri

, f̄Pi

)
is actually found. There-

fore, its fine tuning for a specific scanner, could save some computational time.
From observation of the region growing sequence, we conclude that these first
iterations are typically very fast, so the improvement is frequently negligible.
In what concerns Δk, the choice must guarantee that the assessment function
is being sampled adequately in order to detect its local variations. Since the
estimates for the mean and standard deviation are continually updated as the
region grows, the estimates become increasingly close to the theoretical values.
We argue that setting Δk below one tenth of 3 (which is the theoretical value
multiplying the standard deviation of a Gaussian distribution for 99.7% of its
samples to be included in a range of that width around the mean) is enough for
the segmentation process to be able not to miss the available local maxima of
the assessment function. This claim is supported by our experimental results.

3 Results

We have implemented our algorithm using open source medical image processing
libraries, more precisely the Insight Toolkit [24] for algorithm development, and
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the command line executable module infrastructure provided by 3DSlicer for fast
prototyping, calibration, evaluation, and manual segmentation on real images for
further validation [25]. The algorithm that we will validate, uses the following
parameter values: R = 2, K = 12, Γ = 1, k0 = 1 and Δk = 0.1. The values for
these parameters were determined from other non-thoracic CT images, and are
intended to suit any imaging conditions. No thoracic CT scans were use for the
tuning of these parameters, as the algorithm was initially conceived for general
purpose segmentation. The algorithm was implemented and executed in a 2 GHz
Intel Core 2 Duo Windows PC with 2 GB RAM, and the average running time
was 129 ± 27 s.

For generation of the presented airway segmentations, the initial region was
provided using three manually selected seeds along the upper trachea. The seg-
mentation process took between 1 and 2 minutes for each dataset, including the
reading/writing of the images.

The evaluation of this algorithm has taken place in comparison with other
14 algorithms using a set of 40 CT scans, with different acquisition parameters.
First 20 datasets were used for training (unnecessary in our approach), and
last 20 for testing. The produced segmentations were centrally evaluated by a
team of trained observers. The objective was to compare performance. For this
purpose, a ground truth was constructed from all available segmentations from
the different algorithms, and all results were subsequently evaluated with respect
to this ground truth.

Evaluation of each individual segmentation is performed in the following
steps:

1. Airway segments or branches were extracted from submitted airway tree
segmentations using a fast marching based algorithm [14].

2. Airway segments were evaluated visually on a set of extracted slices from
both a reoriented view and a reformatted view with straightened airway
centerlines.

3. Each segment was scored as ”correct” or ”wrong”, by at least two observers.
The criterion used is whether the extracted airway segment indeed belongs
to the airway tree; the exact airway shape and dimensions are not taken into
account.

The ground truth is then defined as the union of all valid airway segments from
all submitted segmentations.

The following measurements are computed and used for comparing the sub-
mitted results:

1. Branch count: The number of branches that were detected correctly. A
branch is considered detected as long as the length of the centerlines is
more than 1 mm.

2. Branch detected: The fraction of branches that were detected, with respect
to the branches present in the ground truth.

3. Tree length: The sum of the length of the centerlines of all correctly detected
branches.
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 89 44.7 46.0 41.6 0 0.0 0.00
CASE22 54 14.0 37.0 11.2 8 2085.7 30.67
CASE23 33 11.6 27.3 10.5 0 0.0 0.00
CASE24 49 26.3 43.2 26.6 0 0.0 0.00
CASE25 83 35.5 63.5 25.2 0 0.0 0.00
CASE26 22 27.5 15.8 24.0 0 0.0 0.00
CASE27 35 34.7 26.0 32.1 0 0.0 0.00
CASE28 56 45.5 40.5 37.0 0 0.0 0.00
CASE29 74 40.2 44.4 32.2 0 0.0 0.00
CASE30 44 22.6 30.2 19.8 0 0.0 0.00
CASE31 77 36.0 53.7 30.6 3 31.1 0.35
CASE32 80 34.3 62.4 28.6 2 314.3 2.81
CASE33 83 49.4 56.9 38.7 0 0.0 0.00
CASE34 266 58.1 189.8 53.1 2 39.3 0.18
CASE35 112 32.6 78.4 25.3 0 0.0 0.00
CASE36 59 16.2 54.1 13.1 0 0.0 0.00
CASE37 46 24.9 39.2 22.0 0 0.0 0.00
CASE38 35 35.7 26.9 40.5 0 0.0 0.00
CASE39 93 17.9 73.8 18.0 4 65.8 0.95
CASE40 40 10.3 30.9 8.0 0 0.0 0.00

Mean 71.5 30.9 52.0 26.9 0.9 126.8 1.75
Std. dev. 51.7 13.1 36.5 11.8 2.0 466.5 6.84

Min 22 10.3 15.8 8.0 0 0.0 0.00
1st quartile 40 17.9 30.2 18.0 0 0.0 0.00
Median 58 33.4 43.8 25.9 0 0.0 0.00
3rd quartile 89 44.7 63.5 38.7 2 39.3 0.35
Max 266 58.1 189.8 53.1 8 2085.7 30.67

4. Tree length detected: The fraction of tree length in the ground truth that
was detected correctly.

5. Leakage count: The number of unconnected groups of ”correct” regions that
were neighboring with a ”wrong” region. Indicates how easy/difficult it is to
manually separate leakages from the correctly detected branches.

6. Leakage volume: The volume of regions that were wrongly detected.
7. False positive rate: The fraction of the volume of regions that were detected

wrongly over the volume of all detected regions.

Trachea was excluded from the branch length and branch count related mea-
surements. For the leakage based measures, both trachea and main bronchi were
excluded. In Table 1 we provide all the computed experimental measures. We
also present 3D renderings for the 20 datasets used for validation, in Fig. 1. These
results prove that our algorithm is able to produce reasonably complete segmen-
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(a)Case 21 (b)Case 22 (c)Case 23 (d)Case 24

(e)Case 25 (f)Case 26 (g)Case 27 (h)Case 28

(i)Case 29 (j)Case 30 (k)Case 31 (l)Case 32

(m)Case 33 (n)Case 34 (o)Case 35 (p)Case 36

(q)Case 37 (r)Case 38 (s)Case 39 (t)Case 40

Fig. 1. (a)-(t). Segmented airways for test cases 21 through 40
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tations, with very limited leakage. In most of the available test sets, the maximal
contrast condition has produced fully automatic segmentations which compare
fairly with those obtained using more sophisticated methods. The results were
obtained with the same parameters for all different acquisition varieties, in a
reduced time frame.

4 Concluding Remarks and Future Work

Our experimental results suggest that our modified region growing strategy,
when used as an initialization stage, might benefit many airway segmentation
algorithms currently available. Also, in those techniques which exploit region
growing approaches applied over images obtained through processing of the im-
age intensities, the use of our maximal-constrast stopping condition could be
useful for further automatization.

Our immediate future line of work will include further study of our novel
region-growing stopping criterion. We intend to develop an exhaustive compar-
ison between previously available explosion detection and our newer approach.
Further along the way, we would like to develop a hybrid method, using our
contrast-assessed region growing for initialization, and adding some refining
stages using morphological operations and surface interpolation. This will pro-
vide for further comparison between the different initialization strategies.
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Abstract. Segmentation of the airways is useful for the analysis of air-
way compression and obstruction caused by pathology. This paper out-
lines an automatic method for segmentation of the airway tree. This
method includes algorithms to detect the trachea, segment the trachea
and main bronchi by thresholding and region growing, and segment the
remaining bronchi by morphological filtering and reconstruction. Mor-
phological filtering and reconstruction are applied to all slices in the
axial, sagittal and coronal planes and are used to extract the smaller air-
ways. Bounded space dilation with a leak removal restriction is applied
as a region growing method. This method was evaluated on 20 cases
as part of the MICCAI pulmonary image analysis workshop. The mean
number of branches detected as a percentage of possible branches was
43.5%, the mean tree length detected as a percentage of the entire tree
length was 36.4% and the false positive rate – that is, the percentage of
the total volume that was incorrectly segmented – was 1.27%

1 Introduction

This paper outlines a morphology based algorithm for the segmentation of the
airways in three dimensions from computed tomography (CT) images. The aim
was to develop a flexible method for extraction of the airways from CT images.
This tool will be required to model airway changes in paediatric patients with
pulmonary tuberculosis leading to compression and deformation of the airways.
A morphology based airway segmentation method was chosen. This method was
applied to adult patients for the MICCAI pulmonary image analysis workshop
and, therefore, adult patients are the focus of this report.

This method further develops the use of morphological reconstruction to ex-
tract the airways reported previously by Aykac et al [1] and Pisupati et al [2].
Both Aykac et al and Pisupati et al perform greyscale morphological reconstruc-
tion on each CT slice to extract the regional minima and, therefore, enhance the
airways (discussed in Section 2.3). The greyscale morphological reconstruction
is applied to each slice using a range of marker images that have been created
from greyscale closing the original image with a range of structuring elements
(SE). The SEs are chosen to be a similar size to the cross section of the air-
ways present in the slice in order to enhance them. The reconstructed image is
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subtracted from the original image and a threshold is applied. 2D seeded region
growing is then applied slice by slice to extract the airways from the binary vol-
ume [1, 2]. Pisupati et al [2] applied their method to CT images of canine lungs
while Aykac et al [1] applied their method to CT images of human lungs.

Morphology based methods have also been applied by Preteux et al [3] and
Fetita et al [4]. Fetita et al [4] use an algorithm that calculates the connection
cost between points in an image – that is, the smallest threshold that will provide
a binary path between two points – to enhance the airways in CT slices. Once
enhanced, the images are not thresholded and 3D reconstruction is performed
on the greyscale images using a local energy minimisation algorithm. This en-
ergy function takes into account the tree topology of the airways as well as the
greyscale intensity. There are a number of other non-morphology based methods
have been used to segment the airways.

This study uses a similar morphology based method to that of Aykac et al
[1] and Pisupati et al [2]. These methods have, however, been extended with
the aim of improving segmentation of smaller airways and airways parallel to
the slice, as well as reducing leaks. The extensions include three dimensional
morphological filtering and leak removal using 3D dilation. The following section
discusses the segmentation algorithm, which includes an initialisation step, a step
to extract the trachea and main bronchi, a step to extract the smaller airways
using morphology, and finally a region growing and leak removal step.

2 Methods

An overview of the algorithm is shown in figure 1. Note that thresholding and
seeded region growing is used to segment the trachea and left and right main
bronchi. It is possible to use morphology based segmentation – the method used
for the rest of the segmentation – for the larger branches as well, however, this
means larger structuring elements (SE), increasing the likelihood that areas of
the lung with a circular appearance will be segmented.

2.1 Initialisation

This method requires an initialisation point at the start of the trachea. To select
this point automatically, the slices are orientated using the DICOM header in-
formation and the lung boundaries are roughly segmented by thresholding for air
regions in the coronal plane through the centre of the patient. Air filled regions
were classified as regions below -500 HU. Certain cases did not conform to the
HU scale and, therefore, if the slice contained only values above -500 HU then
the threshold was set to MinVal+500. In this algorithm 10 slices above the upper
most point of the segmented lung region was chosen as the starting axial slice for
the segmentation. This step is included because the large variation in the region
covered by a CT scan, makes it difficult to select an appropriate starting slice
without knowing the location of the lung fields. After an axial slice has been
selected, the trachea is found in that slice by applying a threshold to identify air
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Fig. 1. Outline of algorithm to segment the airway tree
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filled regions. The trachea is detected by comparing the possible regions in terms
of position, size and compactness in a similar way to that of Aykac et al [1] and
Mori et al [5]. The area parameter was calculated as the area of the object once
the optimal area – chosen to be 400 pixels – was subtracted. The position of the
object was defined as the euclidean distance from the ideal position – which was
chosen to be (200, 256). Compactness (C ) was calculated from perimeter (P)
and area (A) as C = P 2

A . The segmentation of the starting slice is used as a seed
for the rest of the segmentation.

2.2 Segmentation of Trachea and Main Bronchi

Thresholding and region growing are applied to the axial slices using the seg-
mentation from the previous slice as seed points. This is applied progressively
to each slice from the start of the trachea.

Greyscale thresholding is used only to segment larger branches, because if
smaller branches are included in the segmentation, the similar greyscale intensi-
ties of the small bronchi and lungs will cause leaking into the lungs. Therefore,
for each step, the newly segmented region is evaluated and steps are taken to
stop the segmentation of smaller vessels. If the segmented region is more than
double the area of the previous slice then a leak is considered to have occurred
through smaller bronchi into the lungs. This leak is excluded by finding the
centre-of-mass (CM) and the maximum radius of the segmented region in the
previous slice, and iteratively reducing the radius and recalculating the CM until
a specified compactness is reached; this is used to restrict the segmentation of
the current slice (see figure 2).

The position of the bifurcation of the trachea and main bronchi is estimated
by labelling the number of connected regions in each slice that have been seeded
by one connected region in the previous slice. If two separate regions are seeded
by one connected region in the previous slice then bifurcation is considered to
have occurred. When the trachea bifurcates, each of the main bronchi are fol-
lowed and when the main bronchi bifurcate then the procedure is stopped.

2.3 Morphological Filtering

To detect bronchi beyond the main bronchi, morphological greyscale reconstruc-
tion is applied to all CT slices to extract local minima and, therefore, enhance
the airways.

Greyscale reconstruction is an extension of binary reconstruction. Binary
reconstruction is the application of successive dilations within objects of a binary
image as shown below [6, 7]:

ρB(X) = lim
n→+∞ δ

(n)
B (X) (1)

where δ
(1)
B (X) = (X ⊕K)

⋂
B and δ

(n)
B (X) = δB ◦ δB ◦ ...δB(X) for n times, and

the marker (X ) is a subset of the mask (B). The marker (X ) is made up of seed
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Fig. 2. Excluding leaks in trachea and main bronchi segmentation by reducing the
radius and recalculating the CM iteratively until a specified compactness is reached

points – that is, where the dilation starts in the object. The mask is generally
the image that is being operated on [6, 7]. K is a SE used in the dilation and ⊕
is the dilation operator.

This definition is expanded for greyscale reconstruction [6, 7]. A marker and
mask image are used where every pixel in the marker image has a pixel intensity
less than or equal to the intensity of the corresponding pixel in the mask image.
The marker and mask images are then thresholded over a range of thresholds
and binary reconstruction is performed on each threshold. The maximum pixel
intensities of the binary reconstructed images form the greyscale reconstructed
image. With a good choice of a marker image this method can be used to cre-
ate a reconstructed image with the intensity peaks removed. This can then be
subtracted from the original image to enhance the peaks. Figure 3 is an illustra-
tion of greyscale reconstruction in 1 dimension and shows the Mask and Marker
greyscale values. The reconstructed image is represented by the shaded area.

In this study, the greyscale closing of the image of interest is used as the
marker image, as shown below, in a similar way to that of Aykac et al[1] and
Pisupati et al [2]:

X = B • D = (B ⊕ D) � D (2)

where X is the marker image, B is the original image (used in reconstruction
as the mask image) and D is the SE. D will control the shape of the marker
image and, therefore, which airways are enhanced in the reconstruction, since
the difference between the original image and the reconstructed image gives
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Fig. 3. Greyscale reconstruction

an airway enhanced image. Applying morphological reconstruction a number of
times to a slice using different SE sizes to produce marker images will enhance
airways of different cross sections [1, 2]. Therefore, morphological reconstruction
was applied using marker images produced using a range of SEs. The smallest
SE chosen in this study is a 4-connected binary SE. Larger SEs are created by
applying successive dilations to the smallest SE i.e. Dn = D⊕D⊕ ...⊕Dntimes.
The number of dilations used to create the largest SE for filtering the axial,
coronal and sagittal slices were set to 12, 6 and 6 respectively. Therefore, for
each slice in each orientation SEs from a 4-connected binary SE to an SE after
6 or 12 dilations are used to generate marker images.

As described earlier, reconstruction is applied to the range of marker images
for each slice. Each reconstructed image is subtracted from the original image to
enhance airways. These subtracted images are thresholded and the union of the
thresholded images provides a binary slice with all possible airway locations. The
threshold fraction used for the axial, coronal and sagittal slices were set to 0.3, 0.4
and 0.4 respectively. The threshold value is obtained from this threshold fraction
in terms of the minimum and maximum greyscale values in the reconstructed
slice i.e. ThreshV alue = ThreshFrac ∗ (MaxPixelV alue−MinPixelV alue)+
MinPixelV alue. Morphological filtering was applied slice by slice to the volume.

Aykac et al [1] and Pisupati [2] applied the filtering to each axial slice. We
apply 3D filtering i.e. to each slice in the axial, coronal and sagittal plane. This
is because of poor detection of branches parallel to the slice if just one direction
is used. The axial plane is filtered last in order to enhance segmentation of
bifurcation areas that can appear large and non circular from the axial plane if
branches are parallel to the slice. Smaller branches parallel to the axial plane
are, therefore, segmented first leaving more circular bifurcation areas that are
detected with the axial filter (see figure 4).
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Fig. 4. Using 3D filtering to segment objects that are non-circular in the axial plane.
a) Unsegmented section of the airway tree. b) Parallel vessels segmented using coronal
and sagittal filtering. c) Axial filtering applied.

2.4 Region Growing and Leak Removal

Once possible regions have been detected using morphological filtering and re-
construction, bounded space dilation is applied to the binary volume as a region
growing technique from the initial seed point [8].

Closed space dilation is particularly useful because airway branching can
be monitored while the region growing is taking place. Closed space dilation is
described as follows [8]:

X ⊕B K = XN = (XN−1 ⊕ K)
⋂

B = ... (3)

where X = X0 is the initial seed, B is the region being segmented, K is the
kernel and ⊕ is the morphological dilation operation [8]. Closed space dilation
acts like the dilation operator except it is restricted to the shape of the object
B.

This method is seeded by the initial slice in the trachea, and 3D closed
space dilation is applied until the segmentation volume does not increase using
a 3× 3× 3 SE. 2D closed space dilation, which is used previously [1], is applied
to each slice individually and requires a number of forward and backward passes
through the whole volume to capture the 3D data. While 3D dilation allows any
complexity of topology to be followed, we specify a constraint that the object
remains 6-connected.

In some cases other objects that are of a similar size and shape to that
of the airways are enhanced by the morphological reconstruction and remain
when thresholded. If after thresholding, the object is 6-connected to the airway
region it will be segmented; this causes leaks. Leaking is prevented by applying
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a restriction on the dilation. The change in cross section of each branch can be
monitored by calculating the area of the ”growth front” of each branch, where
the growth front is the area added to the connected region for each iteration
of the closed space dilation [8]. The growth front of each branch is calculated
by labelling in 3D each connected object of the growth front and labelling the
connected growth front from the previous step. To detect leakage where the
volume increase substantially, the volume of the last 3 dilations for each branch
are compared to the 3 dilations before that. If the ratio of the volumes is above a
specified threshold of double the size then closed space dilation along this branch
is stopped.

3 Results

Figure 5 shows an example airway segmentation (visualised using ITK-SNAP).
The algorithm parameters were adjusted using the 20 training images and these
parameters were fixed for the 20 test images. The segmentations of the test
images were submitted to EXACT09 for analysis. A ground truth was established
by the organisers by taking the union of all the correct branches from all the
submissions. Each submission was then compared to this ground truth. Table 1
shows the accuracy of the algorithm for the 20 test cases provided. The meaning
of each heading is as follows: branch count is the number of branches detected
correctly, branch detected is the proportion of branches detected compared to
the ground truth, tree length is the sum of all correctly detected branches, tree
length detected is the tree length compared to the ground truth, leakage count
is the number of correct regions bordering incorrect regions, leakage volume is
the volume of regions wrongly detected, and false positive rate is the fraction of
wrongly detected regions out of all detected regions. This algorithm produced
a fair result; the mean number of branches detected was 43.5%, the tree length
detected was 36.4% and the number of false positives was 1.27%. The time taken
to process a case varied according to computer specifications and the number of
slices containing airways. The mean and standard deviation of the time taken to
complete each of the 20 cases was 71 ± 18 minutes using a single core of a quad
core 2.83GHz system. This time can be considerably decreased by converting
the code from Matlab to C or another compiled language.

4 Discussion

This paper discusses a method to segment the airways using morphological clos-
ing and reconstruction developed in previous studies [1, 2]. The algorithm dis-
cussed in this paper further develops these methods to detect smaller branches
and reduce leaking. This is done by applying the filtering in 3D using thresholds
and structuring elements optimised for each direction, a thresholding and region
growing method is applied to the larger branches to reduce the required range
of structuring elements and 3D bounded space dilation along with individual
branch volume change monitoring to remove additional leaks.
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 101 50.8 55.7 50.4 0 0.0 0.00
CASE22 76 19.6 48.4 14.7 0 0.0 0.00
CASE23 33 11.6 23.9 9.2 0 0.0 0.00
CASE24 86 46.2 63.4 39.0 0 0.0 0.00
CASE25 123 52.6 91.4 36.3 3 11.6 0.06
CASE26 55 68.8 37.8 57.5 9 16.4 0.23
CASE27 83 82.2 55.6 68.7 2 95.2 1.01
CASE28 79 64.2 58.4 53.3 7 121.3 1.34
CASE29 92 50.0 62.6 45.4 3 17.9 0.19
CASE30 94 48.2 66.6 43.6 2 48.2 0.51
CASE31 91 42.5 59.0 33.6 4 1487.4 11.71
CASE32 45 19.3 35.8 16.5 5 803.2 6.94
CASE33 85 50.6 59.6 40.5 0 0.0 0.00
CASE34 140 30.6 90.3 25.2 3 32.4 0.17
CASE35 82 23.8 53.8 17.4 0 0.0 0.00
CASE36 148 40.7 147.0 35.7 1 1.9 0.01
CASE37 65 35.1 46.9 26.4 1 94.5 0.76
CASE38 73 74.5 44.1 66.3 4 57.5 0.65
CASE39 155 29.8 111.0 27.1 1 1.4 0.01
CASE40 116 29.8 80.7 20.9 5 256.1 1.71

Mean 91.1 43.5 64.6 36.4 2.5 152.3 1.27
Std. dev. 32.3 19.1 28.2 17.1 2.6 362.7 2.91

Min 33 11.6 23.9 9.2 0 0.0 0.00
1st quartile 73 29.8 46.9 20.9 0 0.0 0.00
Median 86 44.4 58.7 36.0 2 17.1 0.18
3rd quartile 123 64.2 90.3 53.3 5 121.3 1.34
Max 155 82.2 147.0 68.7 9 1487.4 11.71
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Fig. 5. Segmentation of the airways of CASE02

This method was developed for the segmentation of the airways in paediatric
patients and will be used in the modelling and detection of airway deformation
and stenosis. The paediatric images are of a poorer quality due to the smaller pa-
tient sizes and, therefore, fewer airway branches are visible. This algorithm could
be optimised for adult airways in order to obtain better results. Branch detec-
tion will be improved by including branches that are not 6-connected to the main
airway tree because of small areas of poor morphological segmentation due to
airway wall discontinuities. Small discontinuities in the segmentation for CASE
22, 23, 32 and 35 removed a number of large branches when region growing was
applied leading to poorer results. A more sophisticated region growing method
would correct this. The benefit of this method is the low false positive rate.
This is required for paediatric TB cases because exudate in the lungs increases
the likelihood of segmentation leaks. Exceptions are CASE31 and CASE32 that
have relatively high leakage. A further development of this method for paedi-
atric airways includes detection of disconnected airway branches due to complete
obstruction of the airways due to pathology.
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Abstract. The presented algorithm was used to participate in the EXACT09 
airway segmentation challenge of the Second International Workshop on 
Pulmonary Image Analysis (MICCAI 2009). The motivation of the presented 
simple algorithm mainly is to provide a benchmark what results can be 
achieved with very basic means in comparison to highly sophisticated 
algorithms. The presented algorithm uses an entirely local centricity property 
and an amorphous voxel-based region growing. Furthermore, it uses only raw 
image density value, no derivatives, or pre-processing filters. The algorithm 
produces quite reasonable results while being characterized by a very simple 
implementation, primitive data structures and quick runtime.

Keywords:  EXACT09, airway extraction, bronchial tree analysis.

1 Motivation

The motivation of the presented simple algorithm mainly is to provide a benchmark 
what results can be achieved with very basic means in comparison to highly 
sophisticated algorithms [1-7] (using e.g. anatomical knowledge, multi-scale, multi-
resolution, multi-stage, multi-rule approaches). The presented algorithm is a kind of 
zero-order algorithm in that it uses an entirely local centricity property and an 
amorphous voxel-based region growing which is not aware of segments, centerlines, 
branching points, directional orientation, and does not use tree-specific assumptions 
such as branching angles etc. It uses only raw image density value, no derivatives, or 
pre-processing filters.

Earlier papers with participation of the authors of this paper have been based on a 
front-propagation algorithm [8-14] which was use front-splitting-detection and 
segment branching heritage. The algorithm discussed here is not related to these 
earlier works.
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2 Algorithmic Details

The algorithm consists only of a voxel-wise centricity measure which is used for a 
prioritized region growing in conjunction with two termination criteria. The centricity 
measure aims at quantifying how central a given voxel location is to the surrounding 
airway.

2.1  Local centricity measure

From a voxel position x, a number of N rays is cast in 
a three-dimensional isotropic fashion into all 
directions. We used N rays sampled on the surface of 
a sphere according to a recursively subdivided 
icosahedron. The N rays are pairwise antiparallel in 
N/2 directions. The image density values are sampled 
in steps of dr along these rays using trilinear 
interpolation. Each ray is terminated if the density 
difference to the starting point x is higher than ΔW
(assuming that this means that the airway wall has 
been encountered), or if becomes longer than a 
maximum ray length rmax.  From each two antiparallel 
radii ri and ri’  the diameter di is computed as   
di = ri + ri’. Out of the N/2 diameters di the N/4 
shortest diameters are selected, i.e. all diameters 
below the median diameter (assuming that these 
diameters are approximately normal to the direction 
of the airway cylinder). From these selected radii the 
mean R and relative standard deviation σR / R is 
computed. The standard deviation of the radii 
becomes small or ideally vanishes if x is located 
centrally in the surrounding airway. Therefore we 
define the centricity as c(x) = 1 –  σR / R  (ideally 1 if 
x is centered in a surrounding sphere; approximating 
1 for a cylinder using the median diameter selection; 
decreasing to < 0 for strong deviations from a 
cylinder).
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2.2 Prioritized region growing

Starting from a seed point in the trachea (section 2.4), a three-dimensional region 
growing proceeds (using a 6-neighborhood) into all connected voxels below a certain 
density threshold Dair and above a certain minimum centricity value of c(x) ≥ cmin.
The growth is prioritized by addressing the highest centricity values first. 
   The growth is otherwise limited only by the following rule: If the mean diameter 
R(x) for a certain voxel is larger than 2 times the smallest radius encountered on the 
individual growth path of this voxel (along the path of predecessor voxels), then this 
voxel is not allowed to spawn any successor voxels. 
    Due to the centricity prioritization, the growth typically follows along the 
centerlines. As an optional post-processing step, a local dilation of the grown voxels 
is performed using the mean radius estimate R(x) around each voxel.

2.3  Runtime and dual-scale-region growing

The median run-time of the algorithm on the training and test datasets was 19 seconds 
with a rather large standard deviation of 15 sec (on a 3 GHz single processor, using a 
naïve implementation of ray-casting and tri-linear interpolation). However, in a 
voxelwise region growing implementation (6-neighborhood) most of the runtime is
actually spent to fill the relatively large volume of the trachea. Due to its simple non-
delicate structure, the filling of the trachea could be done much more efficiently by 
other algorithms. On the other hand the paradigm of this algorithm was to keep it as 
simplistic as possible and not to use hybrid approaches. In a slight deviation from the 
simplicity-paradigm, we have modified the region-growing such that if the local 
radius estimation at a certain position is larger than 5 mm, then instead of a single 
voxel a 3×3×3 compound-voxel is grown without re-evaluation of the local centricity 
for each of the additionally included 26 voxels. In this way the average runtime is 
reduced to 5 sec without changing the results in the finer airways.

2.4  Trachea seed finding
The axial slice images are converted to binary images using a threshold of Dair and a 
two-dimensional connected component analysis is used on each slice to identify blobs 
with extents below 2 rmax . For each 2D-blob, a figure of merit is computed from its
roundness and proximity to the image center. Then an iterative clustering scheme is 
applied which clusters blobs from adjacent slices to linear structures. These clusters 
are compared by virtue of mean blob-merit, blob-radius similarity, linear fit goodness, 
and closeness to craniocaudal orientation, and the best cluster is selected to represent 
a piece of the trachea, from which a central seed point is derived.
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2.5  Parameters

The parameter values were not optimized on the EXACT training datasets, but 
adopted as sensible values from earlier datasets.

• maxAirwayDensity Dair =  –750 HU
• maxRadiusIncrease = 2
• minimum centricity   cmin = 0.0
• wall density difference   ΔW = 200 HU
• number of rays   N = 42 (antiparallel in 21 different directions)
• sampling step along rays   dr = half of smallest voxel size dimension
• maximum ray length  rmax = 20 mm (assuming that even the trachea is less 

than 40 mm of diameter)

3   Results

An iconing overview over training as well as testing datasets is shown below, as well 
as an example of worst and best case. Numerical results for all test cases computed by 
the EXACT09 organizers (P. Lo, M. de Bruijne, B. van Ginneken, J. Reinhardt) are 
given in Table 1. 

“Training Data”

“Testing Data”

Example CASE38 Example CASE40
“worst case” “best case”
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4  Discussion

Visual appraisal of the segmentations resulting from the algorithm clearly show a 
number of airway segments which can be discerned by the human eye but are not 
segmented by the simple algorithm. Main reasons are image noise, lack of spatial 
resolution (voxel sampling, slice thickness), and non-connected airway segments 
(caused by e.g. bronchiolitis, mucus, disease-caused alterations, anomalies, etc.). 

Nevertheless, the results of the algorithm can serve as an interesting baseline for 
the improvements which can be achieved with more sophisticated approaches, which 
however, usually require many more anatomical models, rules, parameters (with its 
overfitting pitfalls), run-time and program code (with its maintenance costs). The 
charm of the algorithm stems from its simple implementation, primitive data 
structures and quick runtime.
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Abstract. The segmentation of the airway tree is an important pre-
liminary step for many clinical applications. In this paper we present a
method for fully automated extraction of airways from volumetric com-
puted tomography (CT) images based on a self-adapting region growing
process. The method consists of 3 main steps. Firstly the histogram of a
dataset is analysed. Secondly the trachea is searched and segmented. And
thirdly the bronchial tree is segmented by a self-adapting region growing
process. The proposed method has been applied to 40 patient datasets
provided by EXACT09, a comparative study of airway extraction algo-
rithms. Former versions of our method have been used extensively in
many clinical studies.

1 Introduction

Computed tomography (CT) is currently the method of choice for noninvasive
and sensitive imaging of pathologic changes in the lung. Development of multide-
tector CT (MDCT) combines the advantages of the high-resolution CT (HRCT)
and spiral CT and allows visualisation of the lungs and the bronchial tree up
to the subsegmental level. A fast and reliable extraction of the airway tree is of
fundamental importance for many clinical applications like a noninvasive 3D
measurement and quantification of airway geometry [1, 2], computer-assisted
bronchoscopy [3] or emphysema quantification [4]. Many semi-automatic and
automatic methods have been presented in the past for extracting the airway
tree in volumetric CT scans, e.g. [5–8]. Low dose CT scans and ultra low dose
scans are increasingly utilised in lung screening studies. Lowering the radiation
exposure increases the amount of noise in the CT images, hence it increases the
demands on fast and reliable airway extraction methods. So far, there have been
no perfect extraction techniques, however events like EXACT09 are important
for comparing and improving different airway extraction methods.

2 Fully Automated Extraction of Airways from CT

Depending on the quality of the data bronchial tree extraction can be a very
challenging task - especially if it is a fully automated extraction. Our proposed
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method in this paper is based on the method first introduced in [9]. We improved
the procedure over time while using it for many studies, see e.g. [1, 4, 10–13]. The
datasets of these studies were generated with a normal clinical dose - datasets of
this quality were the main field of application of former versions of our method.
The datasets provided by EXACT09 range from clinical dose to ultra low dose
scans, from healthy volunteers to patients with severe lung disease, and from
full inspiration to full expiration. All images had a matrix size of 512 × 512.
We additionally integrated slight modifications to our existing method so that
it was applicable to the challenging datasets of EXACT09. The method consists
now of 3 main steps. Firstly the histogram of a dataset is analysed. Secondly the
trachea is searched and segmented. Thirdly the bronchial tree is segmented by
a self-adapting region growing process.

2.1 Step 1: Histogram Analysis

The fundamental importance of calibration for a CT system is indisputable.
A CT system should be well calibrated, such that air is at -1000 HU, while
water is at 0 HU. For this reason the first peak in the histogram of the first 10
upper slices of a dataset is determined and assigned to the variable TAir. The
peak value should be -1000 HU. After temporarily applying a Gaussian filter to
theses slices and recalculating the histogram, the first peak is assigned to the
variable T

′
Air. The Gaussian filter should not change the position of the first peak.

We distinguish between two cases. Firstly, if TAir �= T
′
Air, see e.g. Fig. 1(a)(b),

the 3× 3 Gaussian mask 1
4 [1 2 1] ∗ 1

4 [1 2 1]T is applied to each slice of the whole
dataset. The inequality is caused in this case by a CT system where the range of
the CT numbers is limited by −1024 HU and a hard reconstruction kernel was
used, hence it is a sign of noise in the images. Secondly, if TAir �= −1000 HU (see
e.g. Fig. 1(c)(d)), the CT system is not well calibrated to air. The air calibration
error will be dealt with in step 3.

2.2 Step 2: Searching for the Trachea

The trachea search is realised on the upper slices of a data set. A body detection
is performed, so that the search area for the trachea can be limited to the body
region. Then a circular region with voxel values < −500 HU (dark region) is
searched on the axial slices inside the detected body. The 2D region must be
greater than 52 × π mm2 and smaller than 152 × π mm2. The centre of gravity
of the region is calculated and mapped on the succeeding slice. The mapped
point should be part of a similar dark region, additionally the top of one lung
is searched on this slice. If all conditions are fulfilled, a trachea landmark is
found. If no Gaussian filter was applied to the dataset in step 1, the noise is
quantified in the trachea region found and if necessary the 3× 3 Gaussian mask
1
4 [1 2 1] ∗ 1

4 [1 2 1]T is applied to each slice of the whole dataset. The trachea
is then segmented with a 2D region growing with threshold value −500 HU,
always mapping the centre of gravity of a marked region to the succeeding slice
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Fig. 1. (a) Histogram of CASE21 (Siemens Sensation 64, Kernel B50f, Pixel Spac-
ing: 0.60 mm, Slice Thickness: 0.60 mm, Spacing Between Slices: 0.60 mm, Exposure:
100 mAs, 120 kVp). Values < −1024 HU are mapped on -1024 HU. Useful information

is lost. (b) Histogram of CASE21 after applying a Gaussian filter. T
′
Air is greater than

-1000 HU because of the lost information described in (a). (c) Histogramm of CASE24
(Toshiba Aquilion, Kernel FC12, Pixel Spacing: 0.65 mm, Slice Thickness: 1.00 mm,
Spacing Between Slices: 0.8 mm, Exposure: 5 mAs, 120 kVp). (d) Histogram of CASE24
after applying a Gaussian filter. The Gaussian filter did not change the position of the
first peak. This dataset is not well calibrated, because T

′
Air = TAir = −1055. This

indicates a calibration error of 55 HU.

in basal direction as a new seed point. The procedure stops if the carina (main
bifurcation of the trachea) is reached.

2.3 Step 3: Self-Adapting Region Growing

Step 2 supplies a starting voxel within the trachea for an iterative, self-adapting
and region growing based 3D bronchial tree tracer. This starting voxel is marked
as “bronchusL” (L for large). All connected voxels are written in a queue. 3D
region growing with a N26 neighbourhood system is started for all voxels added
to the queue, starting with the first one. We define TLumeni,i=0 = −950+(TAir +
1000) and TWalli,i=0 = TLumen + 175 for the first iteration. A voxel is marked as
“bronchusL” if the mean value in N7 neighbourhood < TLumeni

, the maximal
value in N27 < TWalli and the voxel is connected to another voxel marked as
“bronchusL”. The conditions are selected so restrictively that leaking out of the
segmentation into the lung parenchyma is almost impossible. If the conditions
are not fulfilled, it is examined whether a voxel is in a smaller bronchus. The
rationale for the 2nd evaluation is the following: a bronchus will be cut either
by a axial, coronal or sagittal plane in a circular to elliptical way. If a voxel
lies within a bronchus, then it is surrounded by bronchial wall in one of the
planes in all directions. The algorithm does not examine all directions, but in
each plane 8 rays as direction of detection are cast outwards. On each ray the
maximal positive gradient and the maximal HU value are determined. Then it is
determined if a voxel is air and if it is surrounded by airway wall in one plane in all

EXACT'09 -317- 



directions. The evaluation is based on fuzzy logic rules, which takes into account
the average HU value, the maximal positive gradient and the maximal HU value
on the rays. Again the conditions are selected so restrictively that “leaking out”
into the lung parenchyma is almost impossible. If a voxel is identified as lumen
voxel in one plane, the voxel is marked according to the plane in which it has
been identified as “bronchusS” (sagittal), “bronchusC” (coronal) or “bronchusA”
(axial). If more than a defined permitted number of voxels are added by a single
region growing process, the marked voxels are reset to unmarked in order to
avoid leaking out into lung parenchyma. If all voxels in the queue are processed,
TLumeni+1

= TLumeni
+ ΔT is set for the next iteration. All unmarked voxels,

connected to the detected bronchial tree so far, are written in a queue and
region growing starts again for all voxels added to the queue. The method stops
if TLumeni+1

> TLumen0
+ ΔTmax or leakage occurred more than Lmax times. We

use ΔTmax = 100, ΔT = 1 and Lmax = 5 by default.
After finalisation of step 3, holes in the segmented bronchial tree are closed.

3 Results and Discussion

The images used in this challenge were volumetric chest CT scans acquired
at different sites using several different scanners, scanning protocols, and re-
construction parameters. The images were divided into two sets: a training set
(CASE01-CASE20) and a testing set (CASE21-CASE40). We used the training
set in order to slightly modify our existing method so that it was able to cope
with the EXACT data. The datasets range from clinical dose to ultra low dose
scans, from healthy volunteers to patients with severe lung disease, and from
full inspiration to full expiration. Our proposed method was able to extract the
bronchial tree fully automatic in all 40 datasets. We submitted our segmenta-
tion results to EXACT09. The segmentations of the 15 participating teams were
centrally evaluated by a team of trained observers. For this purpose, a ground
truth was constructed from all submitted segmentations and all submissions were
subsequently evaluated with respect to this ground truth. For details on the set-
up of the study, collection of data and evaluation of segmentations, acquisition
parameters of the 20 test cases, and the seven evaluation measures computed
see [14]. Table 1 documents the results achieved with our method for the 20
cases in the testing set. An average number of 130.1 branches were detected in
the datasets (mean value for all teams: 124.01). The mean value for the leakage
volume was 559.0 mm3 (mean value for all teams: 700.55 mm3). In 10 cases no
leakage occurred - in 10 cases leakage occurred. Fig. 2(a) shows CASE32, where
the greatest leakage volume was measured. Fig. 2(b) shows CASE22, where the
greatest number of branches were determined. The average runtime on a PC
(Intel Xeon CPU, 2.83 GHz, 4GB RAM) per case of the testing set was 183 s,
39 s for Step 1 and 2 and144 s for Step 3.

Our implemented leakage detection is just based on the number of added
voxels by a single region growing process - this simple rule should be improved,
shape features can be used for this purpose. It should be possible with an im-
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Table 1. Evaluation measures for the 20 cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 103 51.8 54.7 49.5 3 651.4 6.93
CASE22 252 65.1 181.3 54.9 2 8.9 0.04
CASE23 154 54.2 100.6 38.7 0 0.0 0.00
CASE24 101 54.3 76.0 46.7 0 0.0 0.00
CASE25 134 57.3 100.7 40.0 0 0.0 0.00
CASE26 39 48.8 28.8 43.8 0 0.0 0.00
CASE27 34 33.7 25.0 30.8 0 0.0 0.00
CASE28 98 79.7 71.6 65.3 7 214.3 1.69
CASE29 111 60.3 69.8 50.6 5 131.3 1.04
CASE30 144 73.8 108.8 71.2 12 2226.0 12.37
CASE31 173 80.8 134.2 76.5 21 1956.2 7.38
CASE32 155 66.5 130.6 60.0 20 3563.2 10.79
CASE33 119 70.8 87.2 59.3 1 15.3 0.15
CASE34 251 54.8 158.6 44.3 0 0.0 0.00
CASE35 104 30.2 64.9 21.0 0 0.0 0.00
CASE36 129 35.4 135.1 32.8 0 0.0 0.00
CASE37 52 28.1 44.8 25.2 0 0.0 0.00
CASE38 35 35.7 27.7 41.7 0 0.0 0.00
CASE39 176 33.8 129.3 31.6 12 461.3 3.51
CASE40 238 61.2 187.0 48.3 29 1952.7 5.46

Mean 130.1 53.8 95.8 46.6 5.6 559.0 2.47
Std. dev. 66.1 16.6 49.3 14.9 8.7 1019.3 3.95

Min 34 28.1 25.0 21.0 0 0.0 0.00
1st quartile 98 35.4 54.7 32.8 0 0.0 0.00
Median 124 54.6 93.9 45.5 1 4.5 0.02
3rd quartile 176 70.8 135.1 60.0 12 1952.7 6.93
Max 252 80.8 187.0 76.5 29 3563.2 12.37
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Fig. 2. Two segmented bronchial trees rendered with the marching cubes algorithm. (a)
CASE32 (Philips Mx8000 IDT 16, D Kernel, Pixel Spacing: 0.78 mm, Slice Thickness:
1.0 mm, Spacing Between Slices: 1.0 mm, Exposure: 40 mAs, 140 kVp). Dataset with
the greatest value for leakage volume (3563.2 mm3). (b) CASE22 (Siemens Sensation
64, B50f Kernel, Pixel Spacing: 0.60 mm, Slice Thickness: 0.6 mm, Spacing Between
Slices: 0.6 mm, Exposure: 100 mAs, 120 kVp). Dataset with the greatest value for
branch count, 252 branches were detected, leakage volume = 8.9mm3.

proved leakage detection to increase the upper Hounsfield limit, specified by
ΔTmax, in step 3 of the method. This should allow the segmentation of more pe-
ripheral bronchi. The rules for the detection of smaller airways in step 3 should
be reworked and additionally more than the 3 main cutting planes (axial, sagit-
tal, coronal) should be used for the decision-making process. Furthermore, 2D
airway detection should be applied to a dataset and the results connected to the
3D segmentation. This can help to detect airway stenosis.

In this paper we presented a method for fully automated extraction of air-
ways from CT Scans. Our method worked well on the challenging datasets of
EXACT09, nevertheless we have gathered valuable information for our future
work. Generating a common database covering a wide range of possible CT scans
is an important step for improving and comparing different airway extraction
methods.
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Abstract. This paper presents a method for airway tree segmentation
that uses a combination of a trained airway appearance model, vessel
and airway orientation information, and region growing. The method
uses a voxel classification based appearance model, which involves the
use of a classifier that is trained to differentiate between airway and
non-airway voxels. Vessel and airway orientation information are used in
the form of a vessel orientation similarity measure, which indicates how
similar the orientation of the an airway candidate is to the orientation
of the neighboring vessel. The method is evaluated within EXACT’09
on a diverse set of CT scans. Results show a favorable combination of a
relatively large portion of the tree detected correctly with very few false
positives.

1 Introduction

Most existing airway segmentation methods are based on region growing, with
the assumption that the airway lumen has low intensity and is surrounded by
higher intensity airway walls. The main problem with such an intensity based
region growing algorithm is that the contrast between the airways and their sur-
roundings is sometimes very low, due to noise or pathologies such as emphysema.
Such low contrast regions often cause the region growing algorithm to leak into
the surrounding lung tissue. Currently there are two approaches to address this
problem: explosion control and the use of more advance image descriptors than
intensity alone.

The idea of explosion control is to stop the segmentation in the low contrast
regions where otherwise leakage would occur, while the segmentation continues
in other regions. Strategies for explosion control generally involve heuristic rules
based on geometrical properties of the regions labeled. Some examples of these
geometrical properties are: volume of the regions segmented [1], radius of prop-
agation front [2, 3], cross section area [4] and topology of thinned structure [5].

The second approach makes use of local image information to better dif-
ferentiate between airways and their surroundings, for instance using pattern
recognition techniques [6–8] or local tube fitting [9]. The method presented in
this paper belongs to this second approach.
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This paper presents an extension of our previous work [8], where we proposed
to incorporate both a trained appearance model and the similarity between the
orientation of an airway and its accompanying vessels. In this paper we use
multi-scale Hessian eigen analysis instead of the fixed scale analysis as described
in [8]. The method is evaluated within the EXACT’09 [10] airway extraction
challenge on a database of 20 scans taken at different sites under a variety of
different conditions. The results were manually evaluated by trained observers
and compared to results submitted by other participants.

This paper is organized as follows: Section 2 explains how the airway appear-
ance model is constructed using the training set. Section 3 presents the various
steps involved in computing the vessel orientation similarity measure. The seg-
mentation framework that combines both the airway appearance model and the
vessel orientation similarity is presented in Section 4. Section 5 presents the re-
sults of the 20 cases in the EXACT’09 testing set. Finally, a discussion of the
results and comparison with results submitted by other teams are presented in
Section 6.

2 Classification based airway appearance model

2.1 Incomplete segmentation as a basis for training

One of the drawbacks of a classification-based appearance model is the need for
training data. We have shown in [7] and [8] that incomplete but leakage free
airway tree segmentations, which can be obtained relatively easily, can be used
as a substitute for real ground truth segmentations as training data.

We obtain the needed manual segmentations using intensity based region
growing, where both a seed point within the trachea and an intensity threshold
are provided manually. The highest threshold possible without causing any leak-
age is selected for each training image individually. This typically results in an
over-conservative segmentation that is incomplete, with many missing branches
but has no leakage. As the ‘background’ regions directly surrounding such a
conservative segmentation will always contain some airway voxels, an additional
‘leaked segmentation’, obtained using a slightly higher threshold, is used to take
this into account. We use these leaked segmentations to prevent uncertain regions
that may be either airway or background from being used in the training process.
An example of a manual and a leaked segmentation is shown is Figure 1(a) and
(b).

Before the extraction of training samples, we extract the lung fields, trachea
and main bronchi using a thresholding and morphological smoothing based al-
gorithm, as presented in [7, 8]. Training samples from two classes are extracted
from the training data: the airway class and the non-airway class. The airway
class consists of all voxels that are labeled in the manual segmentation, excluding
the trachea and main bronchi. The non-airway class is limited to the area that
is within the lung fields and close to the airways, which are obtained by first
dilating the manual airway segmentation with a sphere of radius Rdilate. The
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non-airway class then consists of the area within this dilated region that are not
marked by the leaked segmentation.

To ensure approximately independent training samples, only a small percent-
age Ssample of the voxels belonging to the airway class are used for training. The
same number of training samples is also extracted from the non-airway class. In
order to prevent the large number of voxels in the larger airways from dominat-
ing the appearance model, we sample evenly along the distance from the main
bronchi, measured through the segmented tree. This is done by grouping the
voxels based on their distance from the main bronchi in bins with the width of
each bin fixed to W , and randomly sample a total of N = SsampleV W/Dmax

training samples from each bin, where V is the total number of airway class
voxels in the manual segmentation and Dmax is the maximum distance between
a voxel in the manual segmentation to the main bronchi. To ensure that we do
not sample a bin too densely, at most 50% of all voxels belonging to a bin will be
included. The sampling starts at the bin furthest away from the main bronchi.
If the required number of samples from a bin is larger than the number of voxels
available in the bin, the remaining samples are extracted from the next available
bin of shorter distance.

2.2 Airway probability

The training samples extracted are used to train a k nearest neighbor (KNN)
classifier [11] to differentiate between voxels belonging to the airway and non-
airway classes. An initial set of local image descriptors or features is computed
from the training samples, which consists of spatial derivatives up to and in-
cluding the second order, eigenvalues of the Hessian matrix (λ1, λ2 and λ3,
where |λ1| ≥ |λ2| ≥ |λ3|), determinant and trace of the Hessian matrix, Frobe-
nius norm of the Hessian matrix, and combinations of Hessian eigenvalues that
measure tube, plate and blobness (|λ2/λ1|, |λ3/λ1|, (|λ1| − |λ2|)/(|λ1| + |λ2|),
|λ3|/

√|λ1λ2|). The partial derivatives of the image are computed at multiple
scales by convolving the image with the partial derivatives of a Gaussian ker-
nel [12], and each of the features is standardized to zero mean and unit variance.

Sequential forward feature selection [13] is used to find an optimal set of image
descriptors that maximizes the area under the receiver operating characteristic
(ROC) curve of the classifier. To this end, the training samples are randomly
partitioned into two parts to compute the ROC curve: one third for training of
the classifier and two thirds for validation. The final KNN classifier is trained
using the optimal combination of features and all the training samples.

We can now estimate for each voxel in previously unseen images the posterior
probability of the voxel belonging to the airway class, given a set of optimal
features x, using the following:

p(A|x) =
KA(x)

K
(1)

where A is the airway class, KA(x) is the number of neighbors around x that
belong to the airway class, obtained among the K nearest neighbors.
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3 Obtaining vessel orientation similarity

The vessels are segmented from the lung fields, using a multi-scale Hessian eigen
analysis approach. The scale for calculating the Hessian matrix is selected for
each voxel independently using the scale normalized [14] Frobenius norm of the
Hessian matrix:

ω(σi) = σ2
i

√
λ1(σi)2 + λ2(σi)2 + λ3(σi)2

The local vessel scale, σv, is then obtained by selecting the smallest scale that
corresponds to a local maximum of ω(σi) across scales. Using the Hessian eigen-
values at scale σv, the following criteria are used to evaluate whether a voxel
belongs to a vessel or not:

Brightness: λ1, λ2 < 0
Contrast: ω ≥ Tω

Tubeness 1: (|λ1| − |λ2|)/(|λ1| + |λ2|) < T1

Tubeness 2: (|λ1| − |λ3|)/(|λ1| + |λ3|) > T2

A voxel is labeled as vessel when it fulfills all four criteria. The brightness cri-
terion ensures that only voxels that are brighter than their surroundings will
be selected, the contrast criterion reduces the effects of noise by ensuring a cer-
tain minimum contrast between the voxel and its surroundings, and finally the
two tubeness criteria require vessels to locally resemble bright, solid cylinders.
Segmentation using the vessel criteria often results in additional small, isolated
regions due to noise. A connected component analysis using a 6-connected neigh-
borhood scheme is employed to remove regions that are smaller than Vmin voxels.
Finally, the vessel centerlines are obtained using the 3D thinning algorithm pre-
sented in [15].

The vessel orientation at the centerline voxels is obtained as the eigenvector
corresponding to λ3 computed at the vessel scale σv. This measure is less sensitive
to noise and inaccuracies in the vessel segmentation than the orientation obtained
directly from the centerline itself. The orientation of an airway is extracted
the same way as the orientation of a vessel, through multi-scale Hessian eigen
analysis. The Hessian matrix is constructed using the airway probability image,
generated using (1) where the airways resemble solid bright tube structures.
Given θ as the angle between the local tube orientation at an airway candidate
voxel and the orientation measured at the centerline of a vessel nearest to it, the
vessel orientation similarity is defined as s = |cos(θ)|. When the two orientations
are similar then s � 1, and when the orientations are perpendicular then s � 0.

4 Segmentation framework

The airway tree segmentation is obtained using a 3D region growing algorithm,
with a decision function that combines both the airway appearance model of
Section 2 and the vessel orientation similarity of Section 3. An initial airway
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segmentation described in Section 4.1 is used as seeds for the region growing
algorithm. Figure 1(f) shows a block diagram of the proposed segmentation
framework.

4.1 Initialization

The segmentation process is initialized with a coarse segmentation of the first
four airway generations obtained using intensity based region growing. First,
starting from the trachea and main bronchi as obtained in Section 2.1, all con-
necting voxels with intensity lower than a threshold Tairway are added. This is
followed by a closing operation with a sphere mask of 3 voxels in radius. Finally,
an algorithm [2] that is capable of tracking generations via bifurcation detection
is applied to the smoothed segmentation, and only branches up to the fourth
generation are retained. The threshold Tairway is dynamically determined by
searching from -1000HU, with an increment of 5 HU, until the resulting initial
segmentation, excluding trachea and main bronchi, is larger than 1000 voxels.

4.2 Airway segmentation

The initial segmentation obtained previously is used as seed points in a region
growing process to extract the remainder of the airway tree, using the airway
probability and vessel orientation similarity measures. The vessel similarity is
used as a means to relax the requirements on airway probability in regions with
a local tube orientation that is similar to the orientation of nearby vessels. We
achieve this by using the following decision function to decide on whether to
accept an airway candidate voxel x or not

D(p(A|x), s) =

⎧⎪⎨
⎪⎩

1, p(A|x) ≥ Tu

1, Tu > p(A|x) ≥ Tl and s ≥ Ts

0, otherwise,
(2)

where p(A|x) is the airway probability computed from (1), s is the vessel orien-
tation similarity of the candidate voxel, Tu, Tl and Ts are the upper probability
threshold, lower probability threshold, and vessel similarity threshold respec-
tively. The voxel x is labeled as an airway when D(p(A|x), s) = 1.

4.3 Parameter settings

KNN classification was performed using the ANN library for approximate nearest
neighbor searching [16]. A K = 21 was used, and the approximation error eps
was set to zero to turn off the approximation part of the algorithm. For the
extraction of training samples, as described in Section 2.1, the dilation radius
Rdilate was set to 5 mm, sampling percentage Ssample was set to 0.05, and the
bin width W was set to 3 voxels. A total of 7 scales, distributed exponentially
between 0.5 mm and 3.5 mm, were used to compute the features, as well as for
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the multi-scale Hessian eigen analsysis in Section 3. A contrast threshold Tω of
100, and tubeness measure thresholds T1 and T2 of 0.5 were used for the vessel
criteria. Detected vessel regions smaller than Vmin = 20 voxels were discarded.
All these parameter values are the same as those reported in [8].

The thresholds for the decision function (2) was hand tuned based on the
training set, where the airway probability images were generated with KNN
classifiers that were constructed in a leave-one-out manner. Our experiments
with the training set showed that Tu = 0.86, Tl = 0.62 and Ts = 0.8 gives good
results, where a significant amount of new branches not in the training data were
found without any significant leakages.

5 Experiments and results

Among the 20 cases (CASE01-CASE20) in the training set from EXACT’09,
manual segmentations for training were successfully obtained from all cases ex-
cept one (CASE06), where leakage was observed even when using the lowest
possible threshold. Therefore only 19 cases from the training set were used to
train the KNN based appearance model.

The training process of our method took approximately 13 hours on a single
CPU of an Intel Xeon X5355 processor (2.66 GHz), with the feature selection
process occupying around 11 hours. The average computation time to segment
an image in the test case was approximately 1 hour and 30 minutes. Most of
the computation time was spent generating the airway probability image, which
took an average of 50 minutes. The remaining computation time was mainly
spent on generating the Gaussian blurred images and performing the multi-scale
Hessian eigen analysis.

Table 1 shows the evaluation results of our method on the 20 EXACT’09
test images. Surface renderings of the best case and worst case according to the
detected tree length are shown in Figure 1(c) and (d).

6 Discussions and conclusion

At the expense of a relatively long computation time and laborious training
procedure, we obtain a favorable combination of a relatively large portion of
the tree detected correctly with very few false positives. Table 1 shows that the
proposed method is able to extract at least 50% of the total tree length for 70%
of the cases, with a false positive rate of less than 1% for all cases. Although
many branches were either extracted only partly or missed completely, it should
be noted that no method was able to extract more than, on average, 77% of
tree length or branches in the ground truth. Among the 15 methods that were
compared in EXACT’09, 7 methods resulted in both a lower tree length and
a higher false positive rate. Compared to the remaining 7 methods, our results
stand out mainly by the small amount of leakage; in 11 cases there were no
false positives at all, and in the remaining cases both leakage volume and false
positive rate were small. Figure 1(c) shows few clear leakages even in the case
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 114 57.3 64.2 58.1 0 0.0 0.00
CASE22 276 71.3 227.1 68.7 1 0.2 <0.01
CASE23 186 65.5 137.9 53.0 1 15.4 0.12
CASE24 128 68.8 106.0 65.1 0 0.0 0.00
CASE25 152 65.0 116.9 46.4 0 0.0 0.00
CASE26 48 60.0 32.9 50.0 0 0.0 0.00
CASE27 49 48.5 36.9 45.6 0 0.0 0.00
CASE28 77 62.6 57.3 52.2 0 0.0 0.00
CASE29 117 63.6 81.3 58.9 1 10.0 0.12
CASE30 140 71.8 109.5 71.7 3 26.2 0.32
CASE31 159 74.3 117.8 67.1 3 39.1 0.31
CASE32 151 64.8 120.9 55.5 2 7.3 0.05
CASE33 108 64.3 81.3 55.2 0 0.0 0.00
CASE34 301 65.7 213.1 59.6 3 14.0 0.07
CASE35 136 39.5 95.2 30.8 0 0.0 0.00
CASE36 187 51.4 185.2 44.9 0 0.0 0.00
CASE37 57 30.8 46.4 26.1 0 0.0 0.00
CASE38 36 36.7 27.8 41.8 0 0.0 0.00
CASE39 253 48.7 195.1 47.7 6 37.0 0.30
CASE40 333 85.6 315.5 81.5 17 214.8 0.90

Mean 150.4 59.8 118.4 54.0 1.9 18.2 0.11
Std. dev. 85.2 13.6 75.4 13.4 3.9 48.0 0.22

Min 36 30.8 27.8 26.1 0 0.0 0.00
1st quartile 77 48.7 57.3 45.6 0 0.0 0.00
Median 138 63.9 107.7 54.1 0 0.0 0.00
3rd quartile 253 71.3 195.1 67.1 3 26.2 0.30
Max 333 85.6 315.5 81.5 17 214.8 0.90

with the largest number of detected leaks (CASE40). Our method is also the only
method with an average false positive rate below 1% (0.11%) that is still able
to achieve an average detected tree length of higher than 50% (54%), as shown
in Figure 1(g). Among all methods with an average false positive rate below
5%, the method achieving the highest tree length, which is a semi-automated
method, detected only 5% more of the total tree length at a false positive rate
of 1.19%.

The presented method was originally developed for segmenting the airway
tree in more standardized, low-dose cancer screening scans obtained at a single
site [17, 8]. While the main approach and parameter settings used for the current
work are the same as in [8], the implementation differs from this previous work
in three ways. Firstly, the Hessian eigen analysis to determine vessel and airway
orientations, performed at a single resolution level in [8], was replaced by a
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(a) (b) (c) (d) (e)

(f) (g)

Fig. 1. Surface renderings of (a) a manual (left) and leaked (right) segmentation used
for training, (b) initial segmentation, test results with (c) largest (CASE40) and (d)
smallest (CASE37) percentage of tree detected. (e) Surface renderings of segmentation
from CASE40 obtained using screening study scans from [8] as training. (f) Block
diagram of the segmentation framework. (g) A scatter plot of average tree length
detected versus average false positive rate of all participating teams in EXACT’09,
with the proposed method at the intersection of the dashed lines.

multi-resolution analysis. This modification had already been developed for the
screening study and improved results considerably for that data.

To cope with the much more diverse data of EXACT’09, the method was
further modified in two ways from our experiments on the training images. The
first modification is that a more complete segmentation is used to initialize the
classification-based region growing, instead of using only the trachea and main
bronchi as reported in [8]. The reason for this is because we found that otherwise
the segmentation was sometimes already terminated within the first four gener-
ations in noisy images. The second modification is that the thresholds for the
decision function in this work were manually tuned based on the training data,
while those in our earlier work were tuned automatically using an automatic
leakage detection algorithm similar to [2] and [3]. In the diverse and sometimes
very noisy CT scans from EXACT’09, this rule-based, automatic leakage detec-
tion algorithm turned out to be unreliable. The criterion used in selecting the
thresholds was that no obvious leakage should be present in the results on the
training set, which is probably one of the reasons why our results are on the
conservative side compared to other methods. A different set of thresholds may
lead to longer tree lengths at the expense of an increase in false positives.
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In the EXACT’09 study, a training set was provided with carefully selected
images that were of similar quality as the images in the test set. If the training
data does not match the test data, results may deteriorate. To illustrate this,
segmentation of CASE40, obtained using a Siemens Sensation 16 scanner and
very sharp convolution kernel B70s, was repeated with the same setup and same
parameter settings but using the training data of [8], which consisted only of
scans obtained using a Philips Mx8000 IDT 16 scanner with softer kernel D,
resulting in less noisy images. The result is shown in Figure 1(e). The method
trained with different data has still little or no leakage, but finds fewer branches.
In this case, this was mainly because the appearance model is not capable of
handling the noise and often misclassifies bright noise voxels in the airway lu-
men as non-airway. Although the method should be trained on similar data for
optimal results, the good results on the diverse set of EXACT’09 data indicate
that application of this method is not limited to studies in which acquisition
conditions can be standardized.

Note that, although the proposed method requires training data, in this work
only very low quality segmentations were available for this purpose. The seg-
mentations used for training consisted of on average 93 branches and had a total
length of 99 cm. Application of the trained models on the test set of similar im-
ages resulted already in much more complete segmentations, with 150 branches
and a total length of 118 cm. Clearly, our method can achieve better results
than the training segmentations, but the lack of training examples from small
branches does limit the ability of the system to extract higher generation air-
ways. With the availability of a set of high quality segmentations for training,
such as the ground truth resulting from EXACT’09, we expect to obtain even
better results in the future.

In conclusion, an airway segmentation method that uses a voxel classification
based appearance model and the similarity between the orientation of an airway
and its neighboring vessel is presented. Compared to the results from other al-
gorithms submitted to EXACT’09, our method is especially effective in avoiding
leakage, while still being able to extract a fair amount of airway branches.
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13. Pudil, P., Novovičová, J., Kittler, J.: Floating search methods in feature selection.
Pattern Recogn. Lett. 15(11) (1994) 1119–1125

14. Lindeberg, T.: Feature detection with automatic scale selection. Int. J. Comput.
Vision 30(2) (1998) 79–116

15. Wang, T., Basu, A.: A note on ‘A fully parallel 3D thinning algorithm and its
applications’. Pattern Recognition Letters 28(4) (March 2007) 501–506

16. Arya, S., Mount, D.M., Netanyahu, N.S., Silverman, R., Wu, A.Y.: An optimal
algorithm for approximate nearest neighbor searching fixed dimensions. J. ACM
45(6) (1998) 891–923

17. Pedersen, J., Ashraf, H., Dirksen, A., Bach, K., Hansen, H., Toennesen, P.,
Thorsen, H., Brodersen, J., Skov, B., Døssing, M., Mortensen, J., Richter, K.,
Clementsen, P., Seersholm, N.: The danish randomized lung cancer CT screen-
ing trial - overall design and results of the prevalence round. Journal of Thoracic
Oncology (April 2009)

-332- EXACT'09 



Segmentation of the Airway Tree from Chest CT

using Local Volume of Interest

Jaesung Lee and Anthony P. Reeves

School of Electrical and Computer Engineering,
Cornell University, Ithaca, NY, USA

Abstract. Lung diseases such as COPD and asthma affect airway mor-
phology. Automated segmentation is an essential first step toward the
analysis of airways. We propose a fully-automated algorithm to segment
the airway tree from chest CT scans. The proposed algorithm requires
no manual intervention and uses a 3D region growing based method
and allows for accurate detection of leakage by growing regions within
a locally-defined envelope. The algorithm is run within a tree segmenta-
tion framework which breaks down the problem into the segmentations
of individual branches. The method was evaluated using 20 chest CT
scans from EXACT09 challenge. The provided scans were taken from
the patients with various health conditions. The results show that the
algorithm is able to segment the airway tree while keeping the leakage
level low, as only 0.11% of the segmentation was classified as false posi-
tive and the average number of leakage was less than 1 per patient.

1 Introduction

The physical appearance of human airway tree is affected by lung diseases such as
COPD and asthma. Technological advances in volumetric chest CT provide the
opportunity to study how airways are affected by a certain disease or respond to
a therapeutic treatment. Segmentation of the airway tree structure from a chest
CT scan is an essential first step to further studies on airway morphology.

There has been a considerable amount of interest in segmenting airway tree
structure from chest CT. The vast majority of the segmentation methods are
based on 3D region growing technique. [1–6] This is due to the high contrast
between airway lumen with low intensity and airway wall with high intensity. A
seed point is identified inside the top-most airway segment (trachea), and the
rest of the airway structure is derived from the seed point. A major problem with
the growing-based approach is a leakage into the lung parenchyma region which
has similar intensity as airway lumen. The airway segmentation is performed as
a first step in analysis of the airway segments. The segmentation algorithm was
optimized to avoid any leakage since each leakage may cause false measurements.

Although the basic principles of most growing-based algorithms are similar,
the algorithms use different approaches to prevent a leak. The algorithm pre-
sented in this paper uses two levels of preventive measures to avoid a leak. First,
3D growing itself is carried out conservatively by using strict criteria for growing
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a voxel. Second, leak that could not be prevented using conservative growing is
subsequently detected locally and eliminated.

Since the different papers evaluate the algorithms using different datasets
and evaluation metrics, it is difficult to compare different algorithms. The data
used in this work is from EXACT09 (http://image.diku.dk/exact/), a segmen-
tation challenge with the goal of comparing the results of various algorithms for
extracting the airway tree from chest CT scans using a common dataset and
performance evaluation method. [7]

This paper presents the details of our algorithm, provides a description of
the data, and the results. In the results section, we report the performance of
the presented algorithm with the evaluation metrics used in the challenge.

2 Method

The proposed algorithm has three main stages. First, a seed point is automati-
cally identified from a given CT scan. Then, starting with the trachea using the
seed point, individual branches are grown within localized cylindrical volumes.
Finally, any detected leaks are removed from the segmentation.

2.1 Pre-processing

The entire CT scan is pre-filtered with 3x3 median filter to reduce noise. Kiraly
et al. [5] suggested that the median filter increased the robustness of the segmen-
tation algorithm. However, such filtering may reduce the sensitivity to identify
small airway segments.

2.2 Tree Segmentation Framework

The segmentation algorithm was implemented within a framework that discovers
the tree structure of the airways for subsequent segment analysis. Within this
framework, each individual branch in the airway tree is represented as a node
with the pointers to its parent and children, if any.

Each node may be in one of two states, “open” or “closed”. A node is in
an open state when it is first created, meaning that the segmentation is not
completed for the given branch. When the segmentation is complete (i.e. an
end point or a bifurcation point is detected), the current node is closed, and if
necessary, the child nodes are newly allocated with open states.

The growing process searches for any open node and performs segmenta-
tion on the corresponding branch. The program terminates when there are no
more open nodes. Following airway segmentation airway analysis may proceed
by measuring parameters of each detected airway segment.
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Fig. 1. Illustration of different number of end crossings (N). A view looking up at the
cylinders is shown. The number of end crossings determines how the algorithm will
proceed in the next iteration.

2.3 Seed Point Detection

The seed point is a point where the growing process starts and is typically located
in the trachea. For this work the seed point was automatically identified in each
scan from the slice 50 mm below the top-most image. The 50 mm distance was
selected to be below the region of the scan where there is high noise but high
enough to still be within the trachea.

The search space for a seed point was limited to a rectangular region centered
on the slice of interest. The dimension of the rectangle is set to half of the scan
size in x and y dimensions. Within the search space, the image is thresholded
at -750 HU, and the largest connected component is found. The seed point is
estimated by computing the center of mass of this component.

2.4 Local Growing

Each airway branch is grown iteratively by advancing a volume of interest. This
idea is similar to the methods proposed in [3, 4]. A volume of interest is initially
formed by placing a cylinder toward a given direction. The very first volume of
interest is for growing the trachea and is placed on the seed point in a downward
direction (d = <0,0,1>).

Each voxel is added to the segmentation if all of the following conditions are
met:

1. It is connected to the currently grown voxel using 6-connectivity.
2. It has an intensity below a threshold.
3. At least half of its 26 neighbors have intensity below a threshold.

The third criterion is a modification to a typical region growing method and
serves as the first level of leakage prevention.
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Fig. 2. Illustration of new cylindrical volume construction (N=2). A view looking up
at the cylinders is shown. The left figure shows the current cylindrical volume, and the
right figure shows both current and new cylindrical volume. The directions of the new
cylindrical volumes are determined by connecting the center of masses of crossings.

Once a region is grown within current cylindrical volume, a new volume
of interest is established based on how the grown volume crosses the current
cylindrical volume. The number of crossings toward the end of the cylinder (N)
determines how the growing proceeds. There are three possible categories for
values of N as shown in Figure 1:

1. N = 0: The current segment has ended, and no children branches will be
created.

2. N = 1: The current branch has not yet been fully grown.
3. N > 1: The current segment has ended, and children branches will be initi-

ated.

When N is greater than 0, one or more new cylindrical volumes need to be
constructed. Four parameters are needed to construct a cylinder: a start point,
a direction, a diameter, and a length.

Figure 2 shows an illustration of how new cylinders are created for the case
of N = 2. The direction of the newly constructed cylinder is determined using
start and end crossing regions. A vector connecting the centers of masses of
the start crossing and the end crossing defines the direction of a new cylinder.
The starting point of a new cylinder is offset from the end crossing’s center of
mass in the opposite direction. This offset is introduced in order to eliminate a
gap between two subsequent cylindrical volumes. The offset value is set to 10%
of the cylinder’s height. The diameter and length parameters were empirically
determined using the training data as described in Section 2.6.
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2.5 Leak Detection and Threshold Adjustment

Although growing step itself has some degree of leakage prevention, leaks may
still occur. Growing airway branches iteratively allows for local detection of
a leakage. Using a localized growing algorithm, a leak may be detected more
accurately, and it is possible to locate where the leak has occurred.

Two criteria were used for detecting a leak in the current cylindrical volume:

1. If any of the crossing regions has a surface area greater than the α times
entire cylinder’s surface area. (0.0 ≤ α ≤ 1.0)

2. If the grown volume is increased by β times when compared to the grown
region in the previous iteration.

The probability of a leak has a direct relationship to the threshold used
for growing. A high threshold makes the airway detection more sensitive but
increases the chance of a leak. The optimal threshold value is determined adap-
tively for each case. The algorithm initially uses the threshold value of -950 HU.
The threshold is incremented by 5 HU until a leak is detected. A leak detected
in a cylindrical volume is removed from the segmentation output by unsetting
all grown voxels within the cylinder.

2.6 Parameter Optimization

Four parameters were optimized with the training data set:

1. diameter of the cylindrical volume
2. length of the cylindrical volume
3. α - leak detection parameter (defined in Section 2.5)
4. β - leak detection parameter (defined in Section 2.5)

The only requirement for cylinder’s diameter was that it must be greater
than the diameter of airway branch of interest. Based on the training data, the
cylinder diameter was set to 40 mm for the very first branch (the trachea) and
30 mm for all other branches. Setting the diameter to any greater value should
not affect the outcome of the segmentation.

The length of the cylinder determines how much to advance in each iteration
of growing. A short length means that the growing is constrained to smaller local
space and is preferred since it would allow for localized detection of leakage.
However, the length should be proportional to the diameter of the airway for
robust placement of new cylindrical volumes. For this work, cylinder height was
varied depending on branch generation. The empirically determined cylinder
length based on the segmentation outcome for the training data were 20 mm for
the trachea (1st generation), 17.5 mm for the main bronchi (2nd generation),
15 mm for the 3rd generation bronchi, and 10 mm for the branches with higher
generations.

The values of α and β have effect on the performance of the leak detection.
Smaller α and β values would mean that the leak will be detected with higher
sensitivity. Based on close observation of the leakages in the training data, α and
β were set to 0.5 and 4.0, respectively.
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2.7 Post-processing

Once the growing process is complete (i.e. there are no open nodes), the outcome
is further processed to obtain the final segmentation. The main purpose of this
step is to correct any artifacts and voids that may exist due to noise present
in the CT scan. First, a 3D morphological closing operation is performed on
the grown binary image with a 3x3x3 spherical kernel. Then, any voids enclosed
within the segmentation are filled.

3 Data

The dataset for the experiment included two sets of 20 chest CT scans provided
for EXACT09 challenge. The scans were acquired at different sites using different
scanners and parameters. The scans were taken from healthy volunteers as well
as the patients with mild to severe lung disease and taken at various degree of
inspiration and expiration. The radiation dose of the scans ranged from clinical
dose to low dose.

The first 20 scans were used as a training set, and the algorithm parameters
were optimized using these scans. The second set of 20 scans were used as a test
set to evaluate the algorithm.

4 Results

The algorithm’s performance using the evaluation metrics defined by EXACT09
challenge is shown in Table 1. The ground truth was defined as the union of all
valid airway segments from all segmentations submitted to the challenge [7]. On
average, the algorithm successfully segmented 81 branches (32.8% of the ground
truth segmentation) with the false positive rate of 0.11%.

5 Discussion

A fully automated method for segmenting airway tree has been presented. Once
an optimal threshold was found for a given case, the algorithm took less than 30
seconds to process a CT scan on a workstation with Intel Xeon 3.00 GHz CPU.

The proposed method performs segmentation in a conservative manner to
prevent leakage into the lung parenchyma. When conservative growing fails to
avoid a leak, the second level of leakage prevention is carried out using a local
leak detector. Figure 3 shows an example of leak detection and elimination.

The algorithm was able to segment 79 airway branches for each scan on
average, which corresponds to approximately the 6th to 7th branch generations.
The number of successfully segmented branches corresponded to approximately
one third of the number of branches in the ground truth. While the proposed
algorithm may exhibit a low sensitivity, the false positive rate was very low
(0.11%). It should also be noted that the number of leakages was less than 1 per
scan on average.
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 76 38.2 43.6 39.5 0 0.0 0.00
CASE22 175 45.2 131.4 39.7 4 155.2 1.09
CASE23 152 53.5 106.8 41.0 2 26.8 0.22
CASE24 53 28.5 46.7 28.7 0 0.0 0.00
CASE25 75 32.1 58.2 23.1 0 0.0 0.00
CASE26 31 38.8 20.9 31.8 0 0.0 0.00
CASE27 33 32.7 23.9 29.5 0 0.0 0.00
CASE28 41 33.3 30.3 27.6 0 0.0 0.00
CASE29 60 32.6 36.5 26.4 0 0.0 0.00
CASE30 43 22.1 28.9 18.9 0 0.0 0.00
CASE31 59 27.6 40.6 23.1 0 0.0 0.00
CASE32 72 30.9 50.5 23.2 1 60.4 0.61
CASE33 62 36.9 44.5 30.3 0 0.0 0.00
CASE34 221 48.3 150.0 42.0 0 0.0 0.00
CASE35 99 28.8 66.5 21.5 1 42.9 0.36
CASE36 44 12.1 39.8 9.7 0 0.0 0.00
CASE37 48 25.9 40.9 23.0 0 0.0 0.00
CASE38 34 34.7 26.6 40.1 0 0.0 0.00
CASE39 110 21.2 88.1 21.5 0 0.0 0.00
CASE40 98 25.2 80.9 20.9 0 0.0 0.00

Mean 79.3 32.4 57.8 28.1 0.4 14.3 0.11
Std. dev. 51.1 9.6 36.2 8.8 1.0 37.2 0.28

Min 31 12.1 20.9 9.7 0 0.0 0.00
1st quartile 43 25.9 30.3 21.5 0 0.0 0.00
Median 61 32.3 44.1 27.0 0 0.0 0.00
3rd quartile 110 38.8 88.1 39.7 1 26.8 0.22
Max 221 53.5 150.0 42.0 4 155.2 1.09

The low leakage level was achieved by using a conservative segmentation
approach. The algorithm parameters were chosen to prevent the leak as much
as possible. By varying the parameters α, β, and threshold, we expect that
the algorithm would achieve a higher sensitivity at the cost of increasing false
positive rate (or level of leakage).

6 Conclusion

A fully-automated algorithm for segmenting airway tree from a chest CT scan
has been developed and was evaluated using the data and performance metrics
provided by EXACT09 challenge. The presented method segmented one third of
the branches in the ground truth and exhibited an average leakage count of less
than one per case.
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Fig. 3. An example of leak handling (CASE23). The visualization on the left shows
the segmented airway with the transparent cylindrical volumes in which the leaks were
detected. The right image is the visualization of the final segmentation after elimination
of the detected leaks.
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Automatic segmentation of the airway tree from
thoracic CT scans using a multi-threshold

approach

Eva M. van Rikxoort, Wouter Baggerman and Bram van Ginneken

Image Sciences Institute, University Medical Center Utrecht, The Netherlands

Abstract. A method for automatic extraction of the airway tree from
thoracic CT scans is presented that uses adaptive thresholds while grow-
ing the airways. The method is evaluated on 20 volumetric chest CT
scans provided by the Extraction of Airways from CT 2009 (EXACT09)
challenge. The scans were acquired at different sites, using several differ-
ent scanners, scanning protocols, and reconstruction parameters. There
are scans of clinical dose, low dose, and ultra-low dose data, in inspira-
tion and expiration, from both relatively healthy and severely ill patients.
The results show that the method is able to detect a large number of
airway branches at the cost of relatively high leakage volume.

1 Introduction

Multi-slice CT scanning technology has revolutionized the in vivo study of the
lungs and motivates the need for pulmonary image analysis [1]. Automated ex-
traction and labeling of the bronchial tree from thoracic CT scans is vital to
accurately quantify airway morphology which is increasingly used to measure
progression and response to treatment for a variety diseases. Another important
application is computer-assisted bronchoscopy.

A wide variety of methods have been developed to segment the airways [2–
11]. Some of these include or focus specifically on anatomical labeling of airway
segments [2, 12, 13]. Most methods have been evaluated on a small number of
scans. Evaluation on low-dose scans is rare ([14] is an exception), as are appli-
cation to expiration scans and scans with substantial pathology.

In this work, the method as presented in [15, 16] is applied. The approach is
based on the generic tree extraction framework outlined in [4, 6] and introduces
several modifications and new rules for accepting segments. A key contribution is
the introduction of a multi-threshold approach to increase robustness. Results are
presented on the 20 test scans as provided by the Extraction of Airways from CT
2009 (EXACT09) challenge, which contain scans acquired at different sites, using
several different scanners, scanning protocols, and reconstruction parameters.
Scans are available from clinical dose to ultra-low dose, from full inspiration to
full expiration, and from healthy subjects as well as diseased patients.
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2 Method

The backbone of the algorithm is an implementation of the framework given in
[4, 6]. In this section we discuss the initialization, briefly review the framework,
describe the rules for accepting voxels, fronts and segments, and introduce the
multi-threshold extension of the method.
Initialization. The trachea and the lungs are automatically segmented with the
method described in [17]. Central dark circular regions are searched to find a
start point in the trachea, followed by region growing with multiple optimal
thresholds to extract the trachea and the lungs. The lung segmentation is used
to infer the scan orientation. From the trachea segmentation a seed point is
determined in the axial slice that contains the center of gravity of the structure.
Only growing in the basal direction is allowed.
Tree segmentation framework. The segments of the bronchial tree are obtained
by wavefront propagation. The initial seed point provides the first front. At
every iteration, all unprocessed voxels connected to the front that satisfy the
voxel criteria form the new wavefront. The segment is allowed to keep growing
when the front meets the wavefront criteria. If the new front consists of multiple
parts, a segment is complete and accepted if it complies with the segment criteria.
To avoid spurious front splittings due to noise, a large 80-connectivity value is
used to detect them. New fronts are pushed on a stack and the next front from
the stack is propagated. The algorithm terminates when the stack is empty.
While the fronts propagate, the centerline or skeleton of the tree and the local
segment diameter are computed and this information is used in several of the
acceptance criteria. An important difference with [4, 6] is that we use region
growing to obtain the new front. To avoid diamond- or cuboid-shaped fronts,
growing is restricted to within a sphere from the last calculated center point
with a diameter slightly larger than the last calculated segment diameter.
Rules for accepting voxels, wavefronts and segments. Voxels are accepted when
their density (in Hounsfield Units or HU) is below a threshold 𝑡, or (to be less
sensitive to noise) the HU value in a 3 × 3 × 3 neighborhood around the voxel
is < 𝑡. For every new front, three checks are applied to the segment grown so
far, and if they are violated the entire segment is removed. First, the segment’s
current radius must be smaller than 1.5 times the minimum radius found in any
parent segment. This ensures that diameters of bronchi diminish. When leaking
occurs, this rule is typically violated. Second, a front is not allowed to touch any
other segment (segments are grown in a breadth first fashion). Third, the length
of the segment should not be more than 5 times its radius. This ensures that
partly grown segments are accepted before a leakage occurs that could discard
a large part of an airway. A completed segment is only accepted if it meets two
more requirements: The angle it makes with its parent should be < 100∘ and
the average ratio of radii of two consecutive fronts should not exceed 1.1. The
latter check ensures that the segment is not widening, which typically indicates
leakage.
Post processing. After the bronchial tree has been extracted, several post pro-
cessing steps are performed. First all minor trailing segments (i.e. segments with-
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Fig. 1. The total number of segments found in the airway tree as a function of the
threshold 𝑡 for voxel acceptance for two scans. The blue line demonstrates that the
results can be sensitive to small changes in 𝑡. For both cases, the multi-threshold
method found many more segments: 289 and 181 for the blue and red line, respectively.

out descendants) are removed. Segments are considered minor if their length is
smaller than 3 mm and their volume is below 25 mm3. Next, the tree structure
is scanned for segments that have exactly one descendant, and these segments
are merged. Finally, holes in the segments, primarily caused by noise, are filled.

Adaptive acceptance rules. We have observed that with these rules for accepting
wavefronts and segments, leakage into the parenchyma is minimal, and thus all
segments found are true airways. Not all airways are found, however, and in
fact it is possible that large parts of the airway tree are missed. Quite often,
small changes in the value for the voxel acceptance threshold 𝑡, have a profound
effect on the number and total length of detected airways. Note that it is not
the case that higher values for 𝑡 automatically lead to more voxels considered
airways. Surely, more voxels are accepted when computing a new front when 𝑡
is increased, but these fronts or these segments may subsequently be rejected by
the front and segment acceptance rules. The algorithm thus manifests a complex
interplay between the rules at various levels. The effect is illustrated in Fig. 1.
This figure also shows that the optimal value for 𝑡 varies from scan to scan.

To overcome these limitations and obtain a more robust segmentation that
includes as many peripheral airways as possible, the process is made adaptive.
Every segment is first grown with a high threshold 𝑡 = −750. If rejected, the
segment is regrown with a lower threshold 𝑡 + 𝑘𝛥𝑡 with 𝑘 = 1, . . . , 18 and
𝛥𝑡 = −10. This is referred to as the multi-threshold method. It renders the
extraction process adaptive: at every position in the scan the maximum number
of airway voxels are selected while the front and segment rules still ensure that
no leaking can occur.
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Fig. 2. Four axial slices of the case for which the most leakage occurred (case 40).

3 Experimental results

The method was applied to all 20 scans in the test set of the EXACT09 segmen-
tation challenge. Segmentation of the bronchial tree took 10 seconds per scan on
a single core PC. The results were submitted to the EXACT09 website, where
the evaluation was performed. Table 1 shows the results of our method. It can
be seen from Table 1 that our method is able to detect 161.4 correct airway
branches per scan on average, however, on average we detect only 67.2% of all
correct branches available in the ground truth. The main problem of the method
seems to be leakage, with an average of 1873.4 mm3 and a standard deviation
of 2630.0 mm3. However, there are two scans for which no leakage occurred.
Figures 2, 3, 4, and 5 show several slices of the best and worst results obtained
by our method.
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Table 1. Evaluation measures for the twenty cases in the test set.

Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive

(%) (cm) (%) (mm3) rate (%)

CASE21 179 89.9 88.7 80.2 15 331.1 3.57
CASE22 199 51.4 122.5 37.1 92 1784.4 7.64
CASE23 173 60.9 107.5 41.3 107 1495.2 7.11
CASE24 134 72.0 100.5 61.8 47 2446.0 9.08
CASE25 175 74.8 141.0 56.0 46 1261.4 4.59
CASE26 55 68.8 41.2 62.6 1 1.9 0.03
CASE27 54 53.5 35.6 44.0 0 0.0 0.00
CASE28 97 78.9 69.9 63.7 5 36.5 0.43
CASE29 147 79.9 108.2 78.3 37 685.6 5.72
CASE30 150 76.9 113.8 74.5 11 127.6 1.21
CASE31 165 77.1 117.4 66.9 47 2519.5 12.90
CASE32 130 55.8 93.3 42.8 42 2381.0 11.13
CASE33 135 80.4 106.8 72.6 46 529.0 5.66
CASE34 313 68.3 193.1 54.0 148 5140.4 14.22
CASE35 282 82.0 217.1 70.2 67 1775.7 7.31
CASE36 155 42.6 146.8 35.6 5 30.3 0.25
CASE37 151 81.6 108.8 61.2 21 611.8 3.66
CASE38 44 44.9 31.1 46.8 0 0.0 0.00
CASE39 322 61.9 239.2 58.5 83 5630.3 19.18
CASE40 168 43.2 126.2 32.6 62 10680.8 31.66

Mean 161.4 67.2 115.4 57.0 44.1 1873.4 7.27
Std. dev. 75.8 14.5 54.4 14.7 40.2 2630.0 7.83

Min 44 42.6 31.1 32.6 0 0.0 0.00
1st quartile 130 53.5 88.7 42.8 5 36.5 0.43
Median 153 70.4 108.5 59.8 44 973.5 5.69
3rd quartile 199 80.4 146.8 72.6 83 2519.5 12.90
Max 322 89.9 239.2 80.2 148 10680.8 31.66
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Fig. 3. Four axial slices of a case for which no leakage occurred (case 27).

4 Discussion & conclusion

In this paper, a previously proposed method for airway segmentation [15, 16]
was applied to the data from the EXACT09 challenge without changes of the
method or parameters. The multi-threshold method effectively uses different HU
thresholds for different parts of the bronchial tree. This strategy was designed to
avoid leakage, and thus early termination of the growth process. However, as can
be seen in Table 1 and Figure 2, this is not always effective. The method is able
to find a large percentage of correct airway branches, but at the cost of a high
average leakage volume. The method takes around 10 seconds on a single-core
PC.

Two main problems of the methods become apparent from the results pre-
sented in Table 1. First, the method leaks into the lung parenchyma for a large
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Fig. 4. Four axial slices for the case for which the most branches were detected (case
39).

percentage of scans, and second, the method misses approximately 33% of all
true airway branches. To avoid leakage into the parenchyma, a leakage detection
algorithm could be build into the system. In addition, leakage might be prevented
by using more complex rules for accepting voxels, that are not only based on
Hounsfield Units but also include statistical information about the voxel and its
surrounding.

In all scans, there were (small) peripheral bronchi were present that were not
extracted. A specific search for more distal airways and a mechanism to connect
these to the tree [7, 10] might improve performance. Note that such schemes
require vastly more computation time. Another useful extension would be to use
more elaborate rules for accepting voxels, fronts and segments, based on more
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Fig. 5. Four axial slices for the case for which the highest percentage of branches were
detected (case 21).

complex image information and statistical analysis, as was recently proposed in
[11].

In conclusion, we have presented a fast, fully automatic method to extract
the bronchial tree. The results on the EXACT09 data show that the method
is able to find a large number of correct airway branches at the cost of a high
average leakage volume.
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Abstract. The VOLCANO’09 Challenge invited participants to evaluate the 
change in size of pulmonary nodules in CT images; the challenge data set 
consisted of 50 pairs of CT scans each scan containing a single nodule. This is 
the first challenge for CAD methods on pulmonary nodules in which size 
change rather than volume estimation is the primary endpoint. Responses from 
13 teams were received with size change results for a total of 17 different 
methods. In this paper the challenge data set is described and statistical results 
computed from the submissions are presented. The dataset consisted of several 
subgroups: (a) zero-change cases, cases with different slice thickness scans, 
cases with actual size change and a synthetic nodule case.  No statistical 
difference was found between the methods; a slice thickness change was 
significant and there was an interesting bias observed for some zero-change 
nodules. 

Keywords: Size Change Estimation, Variability Analysis, Pulmonary Nodules. 
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1   Introduction

The target of the challenge is three-dimensional change analysis of pulmonary 
nodules in CT images. The focus of the challenge is not directly on image 
segmentation itself (which tells us little of the underlying disease) but rather the 
change in size of the nodule recorded on two time-separated images. This size change 
is a critical measurement for (a) diagnosing cancer and (b) evaluating response to 
therapy. One of the most important indicators of malignancy is the relative change in 
size of a nodule over a period of time. The critical issue for the challenge, the 
precision of size change measurement, is needed to establish the minimum time delay 
between sequential scans and the associated magnitude of the measurement required 
to determine malignancy or response to therapy. There has been one previous pilot 
study in this area, Biochange 2008 [1]. 

Most evaluation methods for CAD systems, including challenges, involve a ground 
truth established be experts. However, for the task of nodule size estimation it is well 
known that there is a large amount of variation or disagreement in expert size 
estimations [2]. Further, it has not been established that expert’s manual estimations 
are superior to automated measurements. In this challenge, while the change in size of 
nodules will be reviewed by experts, we explore the issue of ground truth through the 
submitted responses to the challenge.  

1.1 Motivation for the study 

Current approaches to quantification of nodule volume change measurement exhibit 
two main problems that complicate their direct comparison. First, these methods 
require a large unified database of both stable and growing nodules. Second, there is 
no single commonly used evaluation technique that would assess the measurement 
quality of a particular method. Therefore we invited interested parties to take part in 
this unique study that addresses both of these issues by providing a single evaluation 
image dataset and a common methodology for assessing the quality of the 
measurement algorithm.  

1.2 The VOLCANO Challenge 

The challenge involved measuring the change in nodule size for 50 scan pairs. Four 
additional scan pairs were made available for training. Teams reported the fractional 
change in nodule size for each of the 50 scan pairs. Thirteen different teams submitted 
their measurement change results from on a total of 17 different methods. In 12 of 
these methods, the actual volumes recorded for each nodule were also reported. 

The participants were only informed that there were 50 nodule pairs; however, the 
data may be divided into four subgroups: 

A. (14) zero-change in which the scans were taken minutes apart and therefore 
there is no real change in the nodule size. 

B. (13) zero-change cases as in A above except one scan had a slice thickness of 
1.25 mm and the second scan had a larger slice thickness (2.5 or 5.0 mm) 
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C.  (19) nodules with a significant time interval between scans and therefore 
some real change and (3)  nodules with a large change in size of greater than 
150%, one of which was known to be malignant. Of these nodules, 19 were 
considered to be stable or benign by biopsy and 3 were diagnosed as 
malignant.  

D. (1) synthetic phantom nodule with a known size recorded multiple times with 
different slice thicknesses  

In general, the main interest is to learn the smallest size change which can be reliably 
detected and the precision in that size change measurement. A number of studies on 
repeat scans have been reported in the literature ([3] refers to several of these). In 
these studies the limits of agreement for repeat scans of the same nodule are in the 
order of 20-25% by volume. For theses reasons most of the cases in data set C were 
selected to have a size change within the range of ±50%. For completeness, three 
cases with a very large size change (150% or more) were included to characterize the 
measurement methods for such situations.  

1.3 Overview 

In this paper we report the initial statistical findings for the data submitted by the 
VOLCANO teams that provides collective information about the nodule size change 
measurement process; we do not provide a performance rating for the different teams. 
This paper addresses the following issues: 

1. What is the precision of change measurement to be expected from computer 
assisted measurement methods? This question is addressed by considering 
the size change measurements from group A. 

2. What is the impact on the computer methods of changing the slice thickness 
of the CT scan? This is addressed by the analysis of any bias for the size 
change measurements of group B and a comparison of the variation of 
groups A and B. Also, we can observe if there is a bias in group D. 

3. What is the variation to be expected between different computer methods 
when there is an actual size change? This is addressed by the variation in 
measurements for group C. 

4. For the teams that provided volume information, what is variation in volume 
estimates made by the different methods? For comparative volume 
measurements we consider groups A-C and for absolute volume 
measurement we consider group D. 

2   Materials and Methods 

The image data used in the study was acquired for the Public Lung Database to 
address drug response [4] and was provided by the Weill Cornell Medical College 
with the exception of one case of a synthetic “phantom” nodule provided by the 
FDA [5]. Cases were selected that contained at least one nodule of solid consistency 
which was present in at least two scans with a whole-lung field of view; only nodules 
visible on at least three slices on both scans were included.  
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Table 1. Summary of scan parameters 

Group Current (mA) kVp (kVp) Scanner Models 
A 40-250 120 GE LightSpeed (Ultra, QX/i, Pro 16) 
B 20-80 120 GE LightSpeed (Ultra, QX/i) 
C 40-80 120 GE LightSpeed (Ultra, Pro 16, VCT) 
D 40 120 Philips MX8000 IDT 16 

The VOLCANO’09 dataset consists of 50 pairs of CT scans of pulmonary nodules: 
49 scan pairs of real pulmonary nodules and one phantom nodule. The data consisted 
of four subgroups A-D as outlined in the introduction. The size distribution for the 
nodules used in this study is shown in Figure 1. 

The scan pairs in group A had the same slice thickness for both scans; in 13 cases, 
both scans had a slice thickness of 1.25 mm while one case had scans with a slice 
thickness of 2.5 mm. For group B, 11 cases had scans with 1.25 mm and 2.5 mm slice 
thickness, while two cases had scans of 1.25 and 5.0 mm slice thickness. All the scans 
in group C had a slice thickness of 1.25 mm. Scans in these three groups were 
acquired without overlap. Other relevant scan parameters are listed in Table 1.  

For group C, the status of the nodule was determined by a radiologist; stable 
nodules were either biopsied (3) or did not have any clinical change in 2 years (16), 
while the three malignant nodules were biopsied. 

Group D was comprised of the synthetic phantom nodule, a 10 mm (523.60 mm3) 
sphere with two different slice thickness reconstructions, 1.5 mm and 3.0 mm with 
50% overlap. All scans have a whole-lung field of view. The phantom was placed in a 
chest phantom with simulated vascular structures [5]. 

In five zero-change cases, the patient was oriented in a different position between 
the scans; one case was in group A while four cases were in group B. 

2.1 VOLCANO Data Preparation 

Prior to making the images available for the challenge, all identifying patient 
information was removed. The original dates of the scans were replaced with dates 
corresponding to a time interval of 100 days between scans, with the order of the 
scans was randomized. The scans were then clipped in the axial direction, with the 
five slices below and above the region containing the nodule included if possible. 
This was done (a) because some of the scans did not cover the whole-lung in the axial 
dimension and (b) to reduce the amount of data to be downloaded for this study. 

Along with the scans, teams were provided with a spreadsheet identifying the 
approximate center of the nodule established by a human observer. 

2.2 The data measurement methods 

Submissions to the VOLCANO challenge were received from 13 teams. Several 
teams submitted multiple size change measurement methods for a total of 17 
submitted methods. Although not required, 12 teams provided volume measurements 
for each nodule. The teams and their methods are summarized in Table 2. 
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Fig. 1. The distributions of the approximate nodule sizes, expressed as volumes in mm3, 
according to the different groups they belong to. The listed volumes (for which an equivalent 
diameter is defined as the diameter of the sphere having that volume) correspond to the 
following equivalent diameters, respectively: 5.8, 7.3, 9.1, 11.5, 14.5, and 18.3 mm. 

Table 2. The methods submitted to VOLCANO’09. (PVC = partial voxel compensation) 

Method Team/Method Automation Method 
1 Tokushima 3 Image filtering 
2 ISI, SPHERE 4 Sphere fitting 
3 ISI, SEG 4 Image filtering 
4 ISI, REG 4 Elastic registration 
5 NYU, HYB 7 Image filtering and PVC 
6 NYU, HYBA 7 Image filtering and PVC 
7 UCLA 6 Image filtering 
8 VIA, GAD 1 Density change 
9 VIA, GAS 4 Image filtering 
10 Kitware 4 Fast marching and shape 

detection level set 
11 Duke 1 Spiral scanning, dynamic 

programming 
12 Gifu 1 Image filtering 
13 Biomedsys 2 Image filtering 
14 MeVIS 3 Image filtering and PVC 
15 Siemens 3 Image filtering and PVC 
16 Philips 1 Active contour 
17 Definiens 5 Image filtering 
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The methods had varying levels of operator interaction which can be divided 
broadly into three groups: completely automated after specification of a seed point, 
manual parameter control, and modification of the resulting boundary or indicating 
additional control points. These categories were further subdivided according to the 
fraction of cases which required manual intervention. Teams were asked to rank the 
level of automation required by their algorithms using the following scale: 

1. Totally automatic using  seed points 
2. Limited parameter adjustment (on less than 15% of the cases) 
3. Moderate parameter adjustment (on less than 50% of the cases) 
4. Extensive parameter adjustment ( more than 50% of the cases) 
5. Limited image/boundary modification (on less than 15% of the cases) 
6. Moderate image/boundary  modification (on less than 50% of the cases) 
7. Extensive image/boundary modification ( more than 50% of the cases) 

The level of automation required for each method is detailed in Table 2.  
Although each method was unique, there were several common approaches to the 

task of volume change measurement. One approach taken by seven methods 
(Tokushima, ISI-Seg, UCLA, VIA-GAS (Vision and Image Analysis Group, Cornell), 
Gifu, Biomedsys, Definiens) is based on simple image filtering operations [6]. 
Generally, methods using this approach extracted a volume of interest (VOI) around 
the seed point for each nodule. Definiens additionally used an automatically generated 
anatomical model to further restrict the VOI. This volume of interest was resampled 
and a threshold applied to identify voxels belonging to high-intensity structures. Next, 
either region growing or connected component analysis is applied to the volume of 
interest to eliminate non-nodule structures, followed by the removal of attached 
structures such as vessels or the chest wall using morphological filtering or other 
more advanced techniques. Four methods (MeVIS, NYU-HYB, NYU-HYBA, 
Siemens) extended this approach to better address partial voxels along the perimeter 
of the nodule [7, 8]. These methods determine a region around the border of the 
nodule where the voxels have intensity between that of solid tissue and the lung 
parenchyma; based on histogram analysis, these voxels are weighted when computing 
the nodule volume.  

The remaining six methods used different approaches. Most methods resampled 
the CT scans into isotropic space. ISI-Sphere estimated the best fitting spherical 
volume of interest at the seed point of the nodule from a thresholded, resampled 
volume of interest. The volume of the nodule was estimated from the number of 
voxels above a threshold. The ISI-Registration method applied non-rigid registration 
to deform the first scan to the second; this transformation was then applied to a 
segmentation obtained for the first scan to obtain the volume of the nodule on the 
second scan. Kitware required only a manually specified seed point and a bounding 
box. Their method computed several features for each voxel, including lung wall, 
vesselness, gradient, and intensity features which were aggregated and used to guide a 
fast marching algorithm to generate an initial guess of the nodule boundary; this guess 
was refined using a shape detection level set. The volume was computed from the 
surface of the resulting level set. Duke used a spiral-scanning technique to convert the 
3D volume of interest around the nodule to a 2D generalized polar coordinate system. 
Dynamic programming techniques were used to obtain the nodule boundary on the 
2D image which was then transformed back into 3D space [9]. This boundary was 
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applied to the original 3D image to estimate the nodule volume. Philips used an active 
contour-based approach utilizing a radial basis function energy minimization 
algorithm [10]. In contrast to the methods described thus far, VIA-GAD (Cornell) did 
not explicitly segment the nodule; instead, the change in nodule size was estimated 
from the change in density of a Gaussian-weighted region around the nodule [11]. 

2.3 Data analysis 

Teams were requested to provide a size change metric for each nodule. For methods 
using volumes, the size change metric would be: 

1

12

V
VVRVC −=

(1)

The data metric that was requested for results (relative change with respect to time 
1) is asymmetric with respect to the order of presentation: no change in size has a 
value of 0, a 10 times increase in size results in a value of  9 while a 10 times decrease 
in size results in a value of - 0.9.  The negative size change is bounded by -1 while the 
positive size change is unbounded.  The order of the scan pairs was randomized. It is 
possible to reverse the order: that is computing the relative size change from scan two 
to scan one by the following transformation: 
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1 −=−
+

=
V
V
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RVC

(2)

where RVC represents the reported relative size change. However, if any of the 
methods have an order bias, flipping the results to match the correct time sequence 
would mask such an effect. The one data set where ordering is important is data set B; 
we flipped the results so that the thin slice scan was always the first in the pair to 
determine the effect caused by a change in slice interval. For the other data sets 
flipping to restore the correct temporal order of the scans was not performed. 

To quantify the variation and bias of each group, the median of the median of 
absolute deviation (MMAD) and median of the absolute median (MAM) were 
computed for each group. The median of the absolute deviation (MAD) is computed 
by taking the median size change metric for each nodule, and, for each method, 
computing the absolute deviation from the median. This results in a MAD value for 
each nodule; the median of these is then reported as the MMAD. The MAM is 
computed by taking the median of the absolute median for each nodule. Both these 
measures can be computed for each method instead of for each nodule. 

The statistical agreement between methods was established for the size change 
measurements using the Friedman test. Groups were compared by applying the 
Wilcox rank-sum test to the MAD values computed for each nodule.  
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3   Results 

Box and whisker plots for the different groups are shown in Figures 2 to 6. In the 
plots, the median of each nodule is indicated by a thick line. The 25% to 75% 
interquartile range (IQR) is represented by the box. Methods with values inside the 
box are generally in good agreement; 50% of the methods lie inside the IQR. The 
lines above and below the box (“whiskers”) represent the largest and smallest values 
that are within 1.5 times the IQR; any more extreme values are considered outliers 
and indicated by an open circle. The number shown x-axis is a random case identifier 
that does not correspond to the case identifiers given to the teams; the results are 
ordered according to median change. For group C, the three cases with the most 
change are plotted separately for visibility. 

For each of the groups, the median of the absolute medians (MAM) and the median 
of the median of the absolute deviations (MMAD) were computed across methods. 
These are measures of the bias and variation, respectively, and reported in Table 3.  

Table 3. Summary of the median absolute median (MAM) and median of median absolute 
deviation (MMAD) of the relative size change for each group. Note that the results of group D 
are on a single nodule. 

Group: A B C D 
MAM 0.0572 0.1020 0.1740 0.0620 
MMAD 0.0388 0.0899 0.0592 0.0761 

Fig. 2. Box plot for group A, the zero-change dataset 

-360- VOLCANO '09 



Fig. 3. Box plot for group B, zero-change with different slice interval, with the volume change 
inverted when necessary to order by small to large slice interval. All nodules were imaged on 
scans of 1.25 and 2.5 mm slice thickness except for 3 and 21 which were 1.25 and 5.0 mm. 

Fig. 4. Box plot for group C, the actual small change nodules. One outlier is not shown. 
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       (a)       (b)      (c) 

Fig. 5. (a) Group C nodules with large change, with the volume change for the first nodule 
inverted for visibility and (b) size change and (c) volume variation results for the synthetic 
nodule for scan 1 (S1) and scan 2 (S2). The volume results for the phantom are presented for 12 
of 17 methods that provided volumes. 

4   Discussion 

4.1 The repeat measurement behavior of the computer assisted methods 

In group A, the scans are a repeat measure on nodules that have not changed in size. 
The median MAD was 0.0387, which indicates the level of variation between the 
methods. The bias from the true zero value of size change is represented by the 
median absolute median of 0.0572. 

To examine the variation due to the nodule and/or scanner, the median MAD was 
computed across nodules. The value of 0.0700 was larger than the median MAD 
computed across methods; thus, the variation due to the nodule/scanner is larger than 
the variation due to the methods. In addition, the median of the absolute medians was 
lower, 0.0217, suggesting that any bias that exists is due to the nodule/scanner and not 
the method. The 85% confidence interval of the absolute medians across methods 
(i.e., omitting the two largest cases) is 0.266 or a 26% volume change. It is interesting 
to note that for 8 of the 14 cases the interquartile range (IQR) does not include zero. 
Therefore there is evidence of a systematic bias introduced by the scanner/nodule 
combination for these cases. 
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4.2 The impact of change in the CT scan slice thickness  

The size change measurements in group A for all the methods are in agreement 
(p=0.92 using the Friedman test).  In contrast, the size change measurements for 
group B, where there is a change in slice thickness, are significantly different between 
the methods (p < 0.01) according to the Friedman test. To determine if the variation is 
greater in group B, the median absolute deviation (MAD) was computed for each 
nodule in group A and group B and the Wilcoxon rank-sum test was performed. The 
variation was higher in group B than group A (p < 0.01); with p=0.05, the variation is 
40% higher in group B than group A. 

We observe from Fig. 5c that there is a greater dispersion in the IQR of the volume 
measurement for the thicker slice scan of the phantom nodule (131.01 mm3 vs. 207.79 
mm3) which is consistent with the above. 

4.3. The variation of the methods when there is a real size change 

The variation with respect to no-change and real change data sets is achieved by 
comparing the median of the median of absolute deviation (MAD) values between 
group A and the 19 small change cases in group C. The median MAD for group A 
and the small change cases in group C were 0.0387 and 0.0590 respectively. The 
small increase might suggest that the results obtained from a zero-change dataset 
capture similar behavior of a dataset with a small amount of change as represented by 
group C. Furthermore, comparison with the 3 nodules with larger size changes in 
group C showed that there was an increased variation (median MAD of 0.4446) for a 
larger size change. 

4.4 A comparison of volume estimation and size change measurement 

For the 11 teams that provided volume information, the variation in the size change 
measurement was compared to the volume measurements for group A and the small 
change subset of group C. The Friedman test was performed to determine if the 
methods were in agreement. 

In group A, there was no significant difference between the size change 
measurements of the methods (p = 0.92), but there was significant disagreement 
between the volume measurements of the methods (p < 0.01). For the small change 
subset of group C, again there was no significant difference between the size change 
measurements of the methods (p = 0.97), but significant disagreement in the volume 
measurements (p < 0.01). This may be due to a bias in volume measurement between 
methods that might be neutralized when computing size change. 

5   Conclusion 

Change in size measurements made on 50 nodule image pairs were reported for 17 
different methods. The analysis of the results showed (a) that there was no statistical 
difference between the methods on scans of the same slice thickness, (b) that there 
was a statistical difference in the methods when the scan slice thickness is changed, 
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and (c) that the behavior of the methods for nodules with a small real change in size 
was similar to that for the zero-change data. The last point has implications for the 
validity of using zero-size change datasets for evaluating nodule measurement 
performance.  For 11 of the methods volume measurements were provided in addition 
to the size change measurements. The volume measurements did show a statistical 
difference between methods; therefore, caution is needed when extrapolating from 
studies that focus only on volume estimation when size change is the intended task. 
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Abstract. We implented a lesion segmentation toolkit with a focus on
segmenting solid and part-solid lesions from lung CT. The algorithm con-
structs four three-dimensional features to detect the lung wall, vessels,
soft and diffuse tissue and edges. These features form boundaries and
propagation zones that guide the evolution of a subsequent shape detec-
tion level set. User input is used to determine an initial seed point for
the level set and users may also set a region of interest around the lesion.
The methods are validated against 18 nodules on an anthropomorphic
thorax phantom simulating a realistic anatomy, acquired under various
scanner parameters. We also validated repeatability using 6 coffee-break
(zero volume change) clinical cases. The methods, clinical and testing
datasets have been made available to encourage reproducibility and fos-
ter scientific exchange. We integrated the methods into a user-friendly
visualization application. We will also describe how one may obtain the
toolkit and generate results for the VOLCANO workshop.

1 Introduction

Computed Tomography (CT) is the preferred modality for the detection of can-
cerous lung lesions. Quantifying tumor size and changes in size over time is
necessary to evaluate the effectiveness of a drug. Tumor size is currently quan-
tified using the uni-dimensional RECIST [1] [2] or bi-dimensional WHO [2] [3],
both of which use lesion diameter as surrogates for volume to determine an ef-
fective tumor measurement. Neither of these methods take the actual volume of
the tumor into account. With the advent of MSCT, volumetric segmentation of
lung nodules allows for more accurate quantification of the tumor burden and
better determination of changes in tumor burden over time and in response to
drug regimen.

The goal of this paper is to describe the algorithm and the architecture of
an open source lesion sizing toolkit. We will validate it on phantoms as well as
clinical data. We will also describe how one may obtain the toolkit and generate
results for the VOLCANO [4] workshop. The rest of the paper is organized as
follows. Section 2 summarizes the segmentation methods employed. Section 3
summarizes the validation of the methods on synthetic phantoms having known
volumetric ground truth from the FDA. Section 4 outlines the architecture of
the toolkit and describes the use of the toolkit from VolView, a commercially
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available data visualization application. Integration with VolView allows users
of the toolkit to load and visualize datasets as well as to perform volumetric
analysis in an intuitive and powerful graphical user interface. Finally, in Section 5
we summarize our performance on the Workshop evaluation dataset and provide
the user with those resources necessary to duplicate our results.

2 Lesion Segmentation

Lung nodules exhibit a wide range of morphologies and shapes. They may be
solid, part-solid (solid nodules with a diffuse region) or non-solid. Solid nodules
have a density that is close to soft tissue while non-solid nodules have a density
between air and soft tissue. Nodules are generally attached to vessels and often
to the lung wall or the mediastinum. Coding a single algorithm that effectively
segments a nodule under these conditions is difficult. We choose to take a mod-
ular and extensible approach that combines a region growing algorithm - in this
case a shape detection level set - with a set of feature generation filters. The re-
gion growing algorithm is allowed to evolve from a user provided seed under the
aggregate guidance of the features. Our current implementation uses 4 features;
to account for the lung wall, vessels, gradients and tissue intensities (soft and
diffuse). Together, these features allow propagation of the segmentation front
within the intensity thresholds specified by the intensity feature while detering
propagation into the lung wall, into vessels, or across sharp edges. The addition
of new features to specifically account for areas such as eg. the hilar region is
easily supported.

2.1 Feature generation

Prior to any feature generation, the CT dataset is preprocessed by resampling
to isotropic resolution matching the smallest voxel spacing. This is followed by
generation of various features:

Lung wall feature The lung wall is segmented by thresholding followed by
curvature constrained front propagation. The dataset is binarized so as to retain
voxels above -400HU. We then run hole filling on the resulting binary image.
The hole filling operation uses a quorum (voting) algorithm to decide whether
a new pixel will be filled at every iteration. Changing the voting threshold is
essentially equivalent to changing the maximum curvature allowed in the final
binary segmentation. We use a 7×7×7 manhattan kernel with a voting threshold
of 1 (lowest possible curvature). The filter is run interatively until no voxel
changes status. Fig.1 shows the evolution of the front. Admittedly, the final
contour is slightly concave rather than convex, since the quorum voting does
not distinguish between positive and negative curvature, but the wall detection
recovers most of the nodule without allowing bleeding into the lung wall.

The resulting image is transformed using a sigmoid with inversion, resulting
in a grayscale representation of the inner lung, with a gradual rolloff towards
the lung wall.
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Fig. 1. Segmentation of the lung wall by voting based front propagation on a lesion
attached to the lung wall. The front starts with the red contour (obtained by thresh-
olding the dataset at -400HU. In cyan are contours of the front at iterations of 10, 20,
30, 40, 50, 60, 80. The algorithm converges in 151 iterations at the green front.

Vesselness feature Vesselness features are computed using Sato [5] tubular-
ness. (α = 0.1, β = 2.0). The resulting image is transformed using a sigmoid
filter with inversion resulting in a grayscale image with a rolloff towards tubular
structures.

Gradient feature The gradient feature attempts to localize the edges of the
lesion. This is modeled using a Canny edge detector [6], which achives optimal
edge localization (with voxel accuracy). The result is a voxelized edge map.
The resulting image is transformed using a sigmoid with inversion resulting in a
grayscale image with a rolloff towards the edges.

Intensity feature The intensity feature is based on a simple thresholding of
the dataset, followed by transformation with a sigmoid filter to generate gradual
rolloffs. The user specifies the type of the lesion (solid / part-solid), which de-
termines the threshold level: -200HU for solid lesions and -500HU for part-solid
lesions.

Aggregation of features Conceptually, each feature image represents the like-
lihood of a particular voxel being part of the lesion from a single perspective.
Fig 2 and 4 show the features on a solid and a part-solid lesion. An aggregation
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Algorithm 1 Voting based front propagation
1: Let Kernel Radius r = 3
2: Let BirthThreshold, T = r3 + 1. For a 7 × 7 × 7 city-block kernel, T = 171
3: Let Ai be indices of voxels on the front at iteration i
4: Threshold CT image at -400HU. Voxels above are set to 1, below to 0.
5: Iterate over the image and add all indices within r voxels of the boundary to A0

6: repeat
7: PixelsChangingStatus ⇐ 0
8: for each voxel in Ai do
9: Check for quorum, Q. (Quorum is achieved if number of ON voxels within a

neighborhood (7 × 7 × 7) centered at the current voxel > T .
10: if Q is true then
11: Scehedule this pixel for inclusion in foreground.
12: ++PixelsChangingStatus
13: Add background voxels in neighborhood to front for next iteration, Ai+1.
14: else
15: Schedule this pixel for inclusion in background.
16: Add this location to the front for the next iteration, Ai+1

17: end if
18: end for
19: Update the status of scheduled voxels.
20: ++i
21: until PixelsChangingStatus = 0

of the features is obtained by normalizing each individual feature to lie within
the range 0 to 1 and then choosing the minimum feature value at each voxel.
The resulting image is passed onto the segmentation module.

2.2 Segmentation Module

The segmentation module runs a segmentation algorithm guided by a feature
probablity image. The toolkit is equipped with a variety of segmentation mod-
ules, wrapped in a way that allows them to be plugged in as components to
the lesion segmenter. In our user interface, the user identifies the lesion with a
single seed point. We use fast marching [7], followed by refinement with a shape
detection level set [8]. The fast marching front starts at the seed and proceeds
outwards, solving the eikonal equation, its propagation guided solely by the ag-
gregate feature image and an optional, user-defined, region of interest (ROI).
The output is a time crossing map, with each voxel representing the time taken
for the front to reach that voxel. We use a stopping time of 5s implying that
the front stops propagating when all voxels on the front have an arrival time
greater than 5. The fast marching front is conservative enough to ensure that
the segmentation results lie within the lesion. This resulting time crossing image
is renormalized to the range [−4, 4], so as to be symmetric about 0 and passed
onto the shape detection module.
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Fig. 2. Features (a) Lung wall features in cyan, Canny Edges features in red; a contour
around the single voxel thick edges is shown (b) Intensity features in blue, vesselness
features in yellow.

The shape detection level set is guided by the propagation and curvature
components.

φt + F (1 − wK) |∇φ| = 0

The propagation F is the aggregate feature image. w is the curvature weight for
the curvature, K. We use a propagation to curvature weight ratio of 500:1, to
account for the wide variety of shapes that lesions can assume. The final lesion
boundary is then taken as the -0.5 isosurface of the shape detection level set.
Note that this isosurface value is driven by the characteristics of our aggregate
feature map. In the nominal case of the lesion having a boundary within the
parenchyma, we find that the canny edge is the dominant feature for lesion
segmentation. Our canny edge feature only localizes the true edge boundary to
a one voxel precision (Fig.4(b)). By taking the level set at -0.5 we force the
segmentation to the interior of the canny detected boundary voxel and reduce
our error bound from 1 to 0.5 voxels.

A surface of the resulting level set is generated using Marching Cubes [9] at
an isovalue of -0.5. The volume is computed using a discretized version of the
divergence theorem [10], to compute the volume in a closed triangle mesh.

3 Validation of the segmentation algorithm

3.1 Phantoms and Ground truths

We validated the results on an anthropomorphic thorax phantom [11][12] (cour-
tesy US FDA), containing nodules of various densities, sizes, shapes and at
various locations in the chest. This phantom provides ground truth for nodules
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in a realistic anatomy (fig. 3) that includes attachments to vasculature, airways
and the lung wall. Exposure varies from 20mAs to 200mAs. At the time of this
writing, ground truth volumes are available only for the spherical nodules. We
are awaiting ground truths via microCT on the spiculated, lobulated and ellip-
tical nodules. The database consists of 6 CT scans, each containing a 5, 8 and
10mm diameter spherical nodule with a density of 100HU. Three of the scans
have a slice thickness of 0.8mm and a z spacing of 0.4mm, the other three have
a slice thickness of 3mm and a z spacing of 1.5mm.

Fig. 3. Left : A photograph of the anthropomorphic phantom and an inlaid nodule
(courtesy US FDA). Right : Its segmentation.

3.2 Statistics

Defining the error, ξ = 100 ×
∣∣∣ComputedV olume−TrueV olume

TrueV olume

∣∣∣, we find that for
the 18 lesions in the FDA phantom, our average ξ was 30.24% (S.D 31.39%).
The errors largely stemmed from a poor estimate of the features due to the
resolution across slices. This was confirmed by noting that on the 9 lesions, with
0.8mm slice thickness, our average volumetric error, ξ was 11.75% (S.D 11.38%).
Furthermore, the half voxel error (as mentioned above) causes an amplification
of the errors for the small 5mm lesions. This is confirmed by noting that on the
6 lesions with a diameter ≥ 8mm and a slice thickness of 0.8mm, our average
volumetric error ξ is 4.28% (S.D. 2.4%).

It is instructive to relate the error in volumetric estimate to the error in the
uni-dimensional RECIST measurement. A 30% overestimate in a lesion with a
diameter of 8mm is equivalent to a change in diameter of 0.73mm, Hence a ξ

of 30% for a 8mm lesion would roughly which roughly translates to an error
of a voxel. This is smaller than the intra as well as interobserver variability to
perform a unidimensional tumor measurement [2].
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Fig. 4. Features (a) Lung wall feature in cyan, Intensity features in blue. (b)Vesselness
features in yellow, Voxelized canny edge features in red, final segmentation in green.
Note that the the final segmentation runs through the center of the voxelized canny
edges as a result of cutting the level set at -0.5.

3.3 Zero change CT scans

Validation on clinical data was done on 6 coffee-break CT scans. (Table 1) These
are CT scans of a patient obtained hours apart. (hence the name coffee-break).
Ideally, segmentation would yield no change between the timepoints. However
breathing artifacts, subtle differences in patient positioning, and noise result
in slightly different segmentations. In addition, the two timepoints often had
different acquisition parameters or resolution. The average ξ for the coffe break
data was 10.9%.

Table 1. Zero Change Volumes V1, V2 for the 6 coffee break cases at two time points.

Case V1mm3 V2mm3 Resolution (t1) Resolution (t2) ξ = 200 × V1−V2
V1+V2

ST0108 1992.76 1990.41 .703 × .703 × 1.25 .703 × .703 × 1.25 0.11%
ST0109 2390.58 2698.9 .703 × .703 × 1.25 .703 × .703 × 1.25 12.11%
ST0111 3496.34 2484.37 .703 × .703 × 1.25 .703 × .703 × 1.25 33.84%
ST0112 290.07 297.62 .703 × .703 × 1.25 .703 × .703 × 1.25 2.56%
ST0113 670.27 654.42 .703 × .703 × 1.25 .78 × .78 × 1.25 2.39%
ST0114 3317.62 2864.81 .56 × .56 × 1.25 .56 × .56 × 5 14.64%
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4 Toolkit and User Interface

The toolkit [13] is provided under a BSD license. It is cross platform and based
on the Insight [14] and Visualization Tookits [15]. Fig. 5 shows the general archi-
tecture of the toolkit. Several feature generators and segmentation modules are
provided, with an applicability towards a broader class of segmentation appli-
cations. A dashboard tests the algorithms against the aforementioned database
providing a testbed to evaluate segmentation algorithms.

Fig. 5. Toolkit architecutre.

4.1 Front end user interface

VolView [16] is visualization tool from Kitware. It provides a front end to
the tookit and features a guided wizard to perform one click segmentations of
solid/part-solid lesions. The user identifies the region containing the lesion with
a box, places a seed within the lesion and selects the lesion type (solid/part-
solid). The application then segments the lesion and reports volumetrics. (Fig.
6.) A typical segmentation takes 5 to 25 seconds on a Intel 2.66GHz Core2Duo,
2GB RAM.

5 Results on the VOLCANO Grand Challenge data

For the VOLCANO Grand Challenge, all parameters remain as described above.
No additional training was used to tailor the algorithm beyond the phantom data
described in Section 3. User interaction consisted of the seed points and an ROI
synthesized as a box 50mm on each side centered at the seed pixel.
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Fig. 6. A screenshot of the lesion sizing user-interface in VolView, on a part-solid lesion.
The solid core (pink) and part-solid fringes (green) are segmented.

5.1 Generating the results

We provide the ability to automatically build and run the application against the
Grand Challenge data. The user is expected to download the datasets from the
VOLCANO [4] website. Instructions on obtaining the toolkit and building it may
be found at [13]. Configure with the TEST VOLCANO DATA COLLECTION
option turned on. Build and run the tests. This will produce the volumetric
estimates and segmentations for each of the datasets in the evaluation database.

5.2 Results

The results on the evaluation dataset are summarized in Table 2. Change is
evaluated as (V 2 − V 2)/V 1.

6 Conclusions

We have presented an algorithm to segment lung lesions from CT. We validated
the results on clinical data and phantoms that provide a realistic anatomy. An
important component of this work is reproducability through open source, shar-
ing of data and dashboards. Future directions may incorporate the use of scanner
parameters. We will also validate against the spiculated and lobulated lesions in
the anthropomorphic phantom, once ground truths are available.
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Table 2. Results on the VOLCANO evaluation dataset

case Change V1 (mm3) V2 (mm3)
SC0001 -0.93 4352.2 286.4
SC0002 -0.14 1942.94 1673.08
SC0003 -0.41 3805.55 2248.26
SC0004 0.55 3145.82 4873.41
SC0005 -0.12 2457.89 2161.53
SC0006 0.54 141.01 217.1
SC0007 0.01 393.48 398.88
SC0008 0.02 116.91 118.74
SC0009 -0.28 8029.24 5765.85
SC0010 -0.13 1187.27 1035.82
SC0011 0.06 1856.14 1964.2
SC0012 0.59 3016.81 4804.87
SC0013 0.04 16440.7 17177.9
SC0014 -0.11 8583.22 7635.9
SC0015 -0.17 400.99 331.64
SC0016 0.13 330.54 374.03
SC0017 1.05 1096.42 2252.93
SC0018 0.04 2289.68 2371.25
SC0019 0.54 2505.32 3861.29
SC0020 -0.02 1151.27 1125.71
SC0021 -0.01 1564.57 1551.21
SC0022 0.17 593.7 694.95
SC0023 -0.04 2172.98 2077.6
SC0024 0.14 820.46 938.44
SC0025 0.13 970.89 1094.68
SC0026 0.05 1493.97 1562.17
SC0027 0.13 12571.3 14195.3
SC0028 -0.06 1322.43 1244.15
SC0029 0.04 198.47 206.11
SC0030 -0.09 7628.96 6962.92
SC0031 -0.13 21902.6 19033.2
SC0032 -0.04 200.84 192.44
SC0033 0.1 481.6 528.31
SC0034 1.08 400.36 831.86
SC0035 -0.01 3021.52 2985.93
SC0036 0.08 892.11 966.66
SC0037 0.26 979.42 1236.19
SC0038 -0.02 1530.35 1506.32
SC0039 -0.33 1466.36 978.5
SC0040 -0.15 783.49 666.37
SC0041 -0.09 934.45 851.96
SC0042 0.12 584.12 652.95
SC0043 0.14 2338.12 2659.17
SC0044 1.46 438.45 1076.65
SC0045 0.03 678.82 697.13
SC0046 0.03 795.27 818.08
SC0047 0.13 1166.88 1317.97
SC0048 -0.25 511.91 384.87
SC0049 -0.35 4638.86 3004.46
SC0050 0.22 634.62 773.72
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Abstract. Determining the change in the pulmonary nodule size is a critical measurement for 
cancer diagnosis and therapy evaluation. In this study, an image-processing method that 
quantifies the nodule volume change based on computed tomography (CT) images is proposed. 
The proposed method consists of the following four steps: CT image interpolation, pulmonary 
region segmentation, nodule extraction, and nodule volume measurement. Nodule extraction is 
performed based on the radius and CT number. The proposed method was applied to a public 
database (Volcano ‘09). We confirmed that the nodule volume measurements performed using 
our proposed method were successful, according to a subjective evaluation. 

Keywords: Pulmonary nodule, volume measurement, CT images, Volcano ‘09. 

1   Introduction 

Radiologists often use X-ray computed tomography (CT) images for detecting or 
evaluating pulmonary nodules. Determining the change in the pulmonary nodule size 
is a critical measurement for cancer diagnosis and therapy evaluation. One of the most 
important indicators of malignancy is the relative change in the size of a nodule over a 
period of time [1]. However, during nodule size estimation, there is a large amount of 
variation or disagreement in size estimation, even by medical experts. It seems that 
quantification of nodule volume using a computer would be effective in resolving this 
issue. In this study, a method that quantifies the nodule size change using relatively 
simple image-processing techniques is proposed. 

2   Method 

Figure 1 shows a flowchart of our proposed method. The method consists of the 
following four steps: (1) interpolation of the CT images, (2) segmentation of the 
pulmonary region, (3) extraction of the nodule region, and (4) quantification of the 
nodule volume. 

The proposed method is a 3D-based approach that requires an isotropic image 
resolution in CT images. However, the spatial resolution of CT images often differs 
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between pixel spacing and slice thickness. To solve this problem, CT images are 
interpolated into an isotropic matrix by changing the slice thickness to pixel spacing 
as a pre-process of the nodule region determination. After this processing, the 
proposed method can be adaptable to any CT images with different spatial resolutions 
(Z-direction). 

Pulmonary nodules exist within the pulmonary region. Therefore, the pulmonary 
region should be segmented first. The pulmonary region consists mostly of air, and it 
can be easily segmented using CT number thresholding. However, if the nodules are 
connected to the chest wall, determining the pulmonary region may not be easy. We 
designed a pulmonary segmentation method applicable to the attached nodules. The 
proposed method can detect various types of nodules (including attached nodules), 
and it is designed to adapt to the nodules with 2–30 mm diameters. 

The proposed method is an automated approach and requires minimum user 
interaction (the user is only required to locate the center point of the target nodule). 
We identified nodules in the high-CT number regions on the pulmonary regions. 
Therefore, the proposed method extracts nodules using CT number thresholding. 
However, making a distinction between nodules and blood vessels using CT numbers 
is difficult. The proposed method attempts to solve this problem by localizing the 
nodule existence range before gray-level thresholding. 

The details of the proposed method are described below.  

 
Fig. 1. Flowchart of the proposed method. 

 

· CT images 
· Center point of the 

nodule 

Nodule volume 

Step 1:  CT image interpolation 

Step 2:  Pulmonary region 
segmentation 

Step 3:  Nodule region 
extraction 

Step 4:  Nodule volume 
measurement 
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2.1   CT image interpolation 

In this section, we describe an interpolation method by which each voxel on the CT 
images is interpolated to have isotropic dimensions. Let s be the spatial coordinates of 
the image, which is defined as follows: 

� �� �dzhywxzyxs ������� 1,1,1:,, . (1) 

Let � � sppf �|  be an arbitrary image. First, the pixel spacing and slice thickness 
are obtained from a DICOM file header. Next, the CT images are reformatted using 
the following equation to conform the slice thickness to the pixel spacing. 

� � � � � � � � � �			 


�
k l m

mlkmlk zzCyyCxxCzyxfzyxf 000000 ,,,, , (2) 

where � �mlk zyx ,,  denotes the grid point around � �000 ,, zyx . The interpolating 
function C is defined as sinc function [2]. 

� �
x
xxC

�
�sin

� . 
(3) 

Figure 2 shows an example of before and after interpolating the CT images. In this 
figure, a change in the slice thickness in the CT images can be recognized. In the 
following sections, we use CT(p) to represent the interpolated CT images. 

 
(a) Before interpolation                       (b) after interpolation 

Fig. 2. An example of interpolated CT images (one coronal section). 

2.2   Pulmonary region segmentation 

In this section, we describe a method for segmenting the pulmonary region (see Fig. 
3). The pulmonary region consists mostly of air. Therefore, the pulmonary region can 
be identified as a region with low CT numbers on the CT images. Therefore, the 
proposed method extracts air regions using CT number thresholding. Threshold th 
H.U. is determined using the Otsu method [3]. However, the existence of noise on the 
CT images often causes segmentation failure. In order to reduce the noise, the CT 
images are smoothed using a median filter. A binary image B(p) is then generated 
using the following equation. 

� � � �� �
�


� �

�
otherwise

thpCTMedif
pB

0
1

, 
(4) 

where Med denotes the function of the median filter. 
Each air region is then labeled by applying 3D labeling processing to B(p). Then, 

external air regions and small air regions are removed, and the pulmonary region 
B’(p) is extracted as follows: 
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otherwise

rhywxifpCir
0

22
1 2

22

, 

(7) 

where r voxel denotes the radius of the circle. 
Holes in the pulmonary region are then filled in each slice. In particular, each 

voxel value of B'(p) is reversed, and labeling processing is performed. Labeled 
regions that are not adjacent to the edge of the slice image are added to the pulmonary 
region. This resulting image is defined as B''(p). 

Finally, closing operation [4] is applied to B''(p), and the binary image of the 
pulmonary region Bp(p) is obtained. 

� � � �� �� �� �pggpBpB s
p ��� '' , (8) 

where� denotes the Minkowski sum,� denotes the Minkowski difference, and g 
denotes the structural element, which consists of a sphere with a radius of t mm. 

 
 

Fig. 3. Process flow of pulmonary region segmentation (one axial section). 

(a) CT(p) (b) Med(CT(p)) (c) B(p) 

(e) B’’(p) (f) Bp(p) (d) B’(p) 
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2.3  Nodule region extraction 

In this section, we describe a extraction method of the nodule region (see Fig. 4). First, 
CT number thresholding is applied to the pulmonary region, and the image N1(p) is 
obtained. 

� � � �� � � �
�


� ���

�
otherwise

pBthpCTMedif
pN1 0

1''1 2 , 
(9) 

where th2 H.U. is determined by applying the Otsu method to the smoothed CT voxels 
with B''(p)=1. 

Second, Euclidean distance transformation [5] is applied to N1(p), and the distance 
image D(p) is obtained. 

� �
� �

� � � � � � � � 0|min 2
0

2
0

2
0,, 000

�
�
�
�
��

qNzzyyxxpD 1szyxq
. 

(10) 

Blood vessels have a tubular-like structure, while nodules have a mass-like 
(“spherical”) structure. Therefore, the distance value of the center of a nodule should 
be larger than the center of a blood vessel. Therefore, voxels within the distance value 
D(c) are removed. Here, sc�  is defined as the center point of the nodule that the 
user inputted. However, there is no guarantee that the user always inputs the center of 
the nodule. The adjusted center point sc�'  is thus obtained using the following 
program. 

program Optimizing center point(Input: c, Output: c’) 
{c, c’, c1, and c2�s, 
neighbor(p): The function which outputs the adjacent 
coordinates of the point p}; 
var   c1, c2; 
begin 
  c2 = c; 
  repeat 
    c1 = c2; 
    if(D(c2) < D(neighbor(c1))) 
      c2 = neighbor(c1); 
    ) 
  until c1 = c2 
  c’ = c1; 
end. 

Third, D'(p) is obtained by the following equation. 

� � � � � � � �
�


� �

�
otherwise

cDpDifpD
pD

0
'

' . 
(11) 

Fourth, D'(p) is applied to reverse Euclidean distance transformation [6], and 
image N2(p) is obtained. 
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� � � � � �
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� ��

�
otherwise

sqqDqpdif
pN2 0

|',1
, 

(12) 

where d(p, q) is the function that outputs the Euclidean distance between points p and 
q. 

Fifth, N2(p) is applied to labeling processing, and only the region including c' is 
extracted. This resulting image is defined as N3(p). 

� � � �� � � �� �
�


� �

�
otherwise

cNLabelpNLabelif
pN 22

3 0
'1

. 
(13) 

If a nodule is a pure sphere, a nodule region will be extracted in N3(p). However, 
since a nodule is not a pure sphere, it is necessary to extend the region. At the sixth 
processing, the image N4(p) that extended the region is obtained. 

� � � � � �
�


� ��

�
otherwise

sqqDqpdif
pN4 0

|'',1
, 

(14) 
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�


� �

�
otherwise

pNifpD
pD 3

0
1

'' . 
(15) 

Seventh, the N4(p) region is applied to CT number thresholding, and the nodule 
region N5(p) is obtained. 

� � � � � � � �
�


� �����

�
otherwise

pBthpCTpNif
pN p34

5 0

111
, 

(16) 

where th3 H.U. is the fixed threshold. 
The holes in N5(p) are then filled using the abovementioned method. The resulting 

image is defined as N6(p). Finally, the opening operator [4] is applied to N6(p), and 
then, only the region including c' is extracted. Hence, the nodule region N(p) is 
obtained. 

� � � �� �� �� �pggpNpN 2
s
267 ��� , (17) 
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�


� �

�
otherwise

cNLabelpNLabelif
pN 77

0
'1

. 
(18) 

-382- VOLCANO '09 



 
 

Fig. 4. Process flow of nodule region extraction (one axial section). 

2.4  Nodule volume measurement 

The nodule volume V is calculated using N(p) and pixel spacing. 
 

� � 1|_ 3 �����	 qNsqspacingpixelqV . (19) 

3   Results 

The proposed method was applied to a database known as Volcano ‘09. Volcano ‘09 
consists of CT images obtained from 50 cases. Each CT case was scanned over a 

(a) Med(CT(p)) ∩ B’’(p) = 1 (b) N1(p) (c) D(p) 

(d) D’(p) (e) N2(p) (f) N3(p) 

(g) N4(p) (h) N(p) 
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period of time. Let V1 and V2 be the volume of the nodules in the CT images for the 
first and second scans, respectively. Note that the target nodule is defined in advance. 
In order to quantify the nodule volume and its change, we calculated V1, V2, and (V2 – 
V1)/V1 using the proposed method. Parameters used in the experiment were r = 255, t 
= 15, and th3 = –350. Moreover, the smoothed image was defined as the CT image 
that was applied by using a median filter with a mask size of 333 �� , twice. These 
parameters were determined empirically. 

The results of the extracted nodules are shown in Fig. 5, and the nodule volume 
measurement results are shown in Table 1. By carrying out a subjective evaluation, 
we confirmed that the nodule volume measurements were successful in most cases. 
However, cases in which the nodule size was small produced a large measurement 
error due to over- or under-extraction. For example, the outside of the pulmonary 
region was slightly over-extracted in the second scan in case 6. Moreover, the size of 
this nodule was quite small. Therefore, the value of an excessive size ratio was 
calculated.  

It was difficult to determine the contour of the nodules in cases 30 and 31 because 
those nodules arose in the pulmonary hilum. Values of the CT numbers of nodules 
and tissues in the pulmonary hilum are almost the same; therefore, separating the 
nodule from the pulmonary hilum based on the CT numbers is difficult. However, the 
anatomical shapes of the pulmonary hilum could be used to solve this problem.     

The calculation time in each case was 59 ± 21 s (CPU: Intel Core2 Duo E7200, 
Memory: 4 GB). A majority of the calculation cost (approximately 90%) was spent in 
the smoothing process. If an alternative smoothing method with low calculation cost 
is used instead of a method that involves the use of a median filter, the calculation 
cost will be reduced. 
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Case 7 
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Case 11 Case 12 
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Fig. 5. Nodule extraction results for all 50 cases using our proposed method (one axial section 
around a target nodule). From left to right, the figure shows the interpolated CT images in the 
first scan, the extraction results of a target nodule in the first scan, the interpolated CT images 
in the second scan, and the extraction results of a target nodule in the second scan. 

4   Discussions 

In the case of lesion size or volume estimation, there is a large amount of variation 
and disagreement about the results, as determined by different experts. We believe 
that quantitative size or volume estimation carried out using a computerized method 
can contribute to reduce such variation and disagreement. A computerized method 
with a few user interactions is desirable, because such interactions are dependent on 
the user’s subjectivity. Therefore, we designed the proposed method that requires 
minimum user interaction (the user must only indicate a point near to the center of 
target nodule). Furthermore, the proposed method can automatically adjust the point 
from the position of user interventions to the “real center” of the target nodule. The 
position of the points from user interventions had observer variations, and the 
proposed method could provide results independent of those variations. 

We only selected and used one feature for nodule segmentation in the proposed 
method, based on the experience of radiologists. That is, single CT number 
thresholding was used to extract high-CT number regions, which radiologists would 
interpret as nodule regions on CT images. However, it was difficult to discriminate 
the pulmonary nodules from other structures using CT number thresholding in some 

Case 39 Case 40 

Case 41 Case 42 

Case 43 Case 44 

Case 45 Case 46 

Case 47 Case 48 

Case 49 Case 50 
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Table 1. Measurement results of the volumes V1 and V2 together with the volume 
ratio.  
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attached nodules or nodules with blood vessels. Therefore, the proposed method 
attempted to determine the nodules’ boundaries based on their shape (radius). This 
approach produced appropriate results in most of the cases, as shown in Fig. 5. 
However, there were some cases with over-extraction results (e.g., the first scan in 
case 47) or under-extraction results (e.g., in cases 30 and 31). Designing a 
complicated method, such as a specialized scheme for nodule shapes or types of 
circumference tissues, may be required in order to improve the segmentation accuracy 
of the nodule. 

Some features are assumed to be effective in nodule size estimation, including 
radius, major/minor axis, the nodule area in its center slice, and so on. This research 
used the voxel number of the 3D volume of nodules to measure the change in the 
nodule size because the 3D volume can accurately reflect the shape of the different 
nodules. The other features derived from the 3D volume, such as the degree of 
sphericity, should also be effective for nodule diagnosis and therapy evaluation. 

5   Summary 

In this study, a method that quantifies the nodule volume change by using relatively 
simple image-processing techniques was proposed. The nodule extraction was 
performed based on radius and CT number. The proposed method was applied to a 
database known as Volcano ‘09. By carrying out a subjective evaluation at an initial 
stage, we confirmed that the nodule volume measurements were successful. 
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Nodule volume change estimation in thoracic
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segmentation and image registration
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Abstract. Three methods are presented to assess the relative volume
change of a pulmonary nodule between two chest CT scans when the
nodule location in both scans is provided. The first method fits a sphere
around both nodules and computes the volume of dense tissue in that
sphere. The second method segments both nodules using thresholding,
component labeling and morphological processing. The third method ap-
plies non-rigid registration to transform the first to the second scan and
applies that transformation to a segmentation of the nodule in the first
scan to obtain a segmentation of the nodule in the second scan. All
methods are applied to 50 nodule pairs from the VOLCANO’09 chal-
lenge. These cases are divided by a radiologist in stable and growing
pairs. All methods produce lower mean volume change for the stable
cases compared to the growing nodules, but the distributions overlap
considerably. Moreover, the correlation between the volume change esti-
mates produced by the three methods is modest. This shows that nodule
volume change assessment is a complicated problem.

1 Introduction

Pulmonary nodules occur frequently in thoracic CT scans. In studies where sub-
jects at high risk for developing lung cancer were scanned with low-dose CT, 8%
to 51% of all subjects had at least one nodule [1]. The most important ques-
tion that follows detection of a nodule is whether the lesion may be malignant.
Comparison with available prior imaging of the same nodule is a critical step
in answering this question. Malignant lesions tend to have a volume doubling
time between 20 and 400 days. Nodules with more rapid growth likely represent
inflammation and nodules that are stable for a long period of time are likely
benign. Nodule growth rate is one of the most important characteristics in the
determination of its probability of malignancy. Therefore, a substantial amount
of research has been devoted to the design of methods to accurately estimate the
growth rate of nodules. In this paper, growth ∆V is defined as the proportional
change in size of the lesion between the two scans relative to the size of the
lesion in the first scan. Let V1 and V2 be the volume of the lesion in scan 1 and
2, respectively, then we define the growth as
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∆V =
V2 − V1

V1
. (1)

In this definition∆V can take values from -1 (the nodule vanishes completely)
to 0 (nodule is stable) to 1 (nodule doubles in volume) to infinity. Because
the interval [-1,0] corresponds to [0,∞], values for ∆V are often not normally
distributed.

The higher the accuracy of the growth estimation method, the shorter the
time window can be between a baseline scan where a nodule is identified and
a follow-up scan used to determine growth rate. For example, if a nodule has
a doubling time of 100 days, its ∆V will be around 0.22 after 30 days. If the
error in ∆V is also around 0.2, one cannot conclude decisively after only one
month whether a measured growth is real or a measurement error. Waiting for
three months would be enough in this example scenario, but if the nodule was
a fast growing cancer with a doubling time of 20 days, a three month delay in
detection may be fatal. Most ongoing trials for lung cancer screening use two to
six months follow-up scans in case an intermediately sized nodule (with a volume
around 50 to 500 mm3) has been detected. If more accurate methods for growth
assessment were available, this interval could be shortened.

The data used in this paper is from the Volcano ’09 Challenge (http://
www.via.cornell.edu/challenge/). The Volcano website states the goal of
the challenge as follows:

The goal of this study is to compare the outcomes of various algo-
rithms measuring the change in volume of pulmonary nodules from CT
scans using a common dataset and performance evaluation method.

The dataset used contains two CT-scans of each case, taken at different, unknown
points in time. The location of the approximate center of the nodule is provided
in an accompanying file. Image resolution, nodule size and scan parameters vary
from case to case.

An obvious approach for calculating the change of volume in a nodule over
time is to segment the nodule in both scans (or in every scan if more than two
scans are available) and compare the computed volumes. Nodule segmentation is
not a trivial task however. Several studies have shown that when the same nodule
is segmented in two scans taken only minutes apart, ∆V can vary substantially.
De Hoop et al. [2] have shown in an evaluation of six commercially available lung
nodule segmentation toolkits that a difference of 20% is required to be able to
say confidently that a nodule has truly changed (the 20% corresponded to twice
the standard deviation of the ∆V measurements).

One important reason why it is difficult to automatically segment nodules is
that other dense structures are often attached to the nodule. These structures,
which can be vessels, the pleural surface, fissures or dense abnormalities, could
be erroneously included in the nodule segmentation. If this would happen in
both segmentations the estimated volume change might still be correct. But
it is possible that a nodule in a baseline scan is not in direct contact with a
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vessel, but in a follow-up scan due to nodule growth or differences in inspiration
level, the nodule is in contact with a vessel and that vessel is included in the
segmentation. Such a segmentation inconsistency will cause the extent of nodule
growth to be overestimated. This has been pointed out by Reeves et al. [3] and
they have proposed a method to repair such inconsistencies. In this work we
compare a nodule segmentation method (SEGM) which independently segments
the nodule in both scans to compute growth with two other approaches which
may be less sensitive to segmentation inconsistencies.

Another approach is to define an equally sized volume of interest in both
scans and apply a threshold to the voxels inside the volume. If we assume that
the volume of the vasculature surrounding the nodule remains stable over time,
an estimation of nodule volume change can be made by counting the voxels
remaining in the volume of interest after applying the threshold. In this work,
we use a sphere for the volume of interest. We shall refer to this method as
SPHERE.

One other approach is to segment the nodule only in the first scan and use the
deformation field obtained by non rigidly registering both scans to transform the
first segmentation. In this way, a segmentation for the second nodule is derived.
This method has proven to be successful for artificial nodules [4]. The strength of
this approach is that slight errors the segmentation will not lead to large errors
in the measured relative volume change, as long as the nodules can be registered
successfully. For example, if a part of an attached vessel is erroneously included
in the first segmentation, the transformed segmentation will also include that
vessel part and it will probably not be changed much. This method will be
referred to as REG throughout this paper.

We present an evaluation of the three aforementioned approaches to nodule
volumetry. The output of all three methods with various parameter settings
has been evaluated, visually assessed, and compared with visual evaluation of
nodule change by a human expert. Section 2 provides some details about the
data used in the VOLCANO challange. The methods are detailed in Section 3.
Experiments and results are presented in Section 4. We discuss the results and
draw conclusions in Section 5.

2 Data

The evaluation dataset consists of 50 pairs of nodules. Many pairs have been
taken during the initial stages of a lung biopsy and should therefore not exhibit
any growth. For others it is known, through follow-up, that they have grown.
Data originated from Weill Cornell Medical College, New York, USA. Data is
divided into three categories. The first category consists of 27 nodules visible
on two scans of 1.25 mm slice thickness with little observed size change, and
a range in diameter from approximately 4 to 24 mm. The second category of
nodules included 13 nodules imaged on either two 2.5 mm scans or one 1.25 mm
scan and one 2.5 or 5.0 mm scan to examine the effect of slice thickness on the
performance. The nodules ranged in size from approximately 8 to 30 mm. The
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third category consists of an additional 9 nodules on two 1.25 mm scans, but
with a large size change; these nodules ranged in size from approximately 5 to
14 mm.

Only a limited number of slices were made available, and a list of locations of
the nodules in both scans. It was not given to which of the three categories above
the nodule pair belonged. Data was anonymized, and the scan order (which scan
was made first in time) was not given. Our results were made available to the
VOLCANO organizers for further analysis.

To be able to analyze the results of our methods, we asked a radiologist to
visually inspect the cases. He used a side-by-side viewer that was developed in
our group, which also allowed to watch the scan pairs after rigid registration. He
assigned each pair to one of the follwing five classes: definitely shrinkage, possibly
shrinkage, stable, possibly growth and definitely growth. For our subsequent
analysis we grouped the cases of possible and definite growth/shrinkage, and
swapped all pairs with shrinkage so that two groups remained: stable nodules
(28 cases) and growing nodules (22 cases).

3 Method

All methods employ the result of a lung segmentation. Typically a 3D lung
segmentation algorithm would be used for this purpose. However, the scans in the
VOLCANO challenge only cover a limited axial field of view. Therefore a 2D lung
segmentation was applied slice by slice. The segmentation method consists of a
sequence of standard image processing steps (thresholding, component labeling,
hole filling, morphological closing) and is described in [5].

3.1 Morphological Segmentation (SEGM)

If a segmentation of the nodule is in both scans is present, computing the change
in volume is a trivial task. The segmentation algorithm used for this study is a
similar and somewhat simplified version of the algorithm described in [6].

The first step of the segmentation algorithm is very similar to the SPHERE
approach: first a 50×50×50 mm volume of interest is super sampled to isotropic
voxels of 0.5 mm, followed by a thresholding operation with threshold t using the
lung segmentation as a mask. The next steps of the algorithm aim to remove vas-
culature and noise from the nodule segmentation. First a connected component
analysis is executed to isolate the largest connected component. This removes
noise and disconnected vessels from the segmentation. After this step only the
nodule and vessels with connections to the nodule remain. To remove these ves-
sels mathematical morphology is used. With an opening with a spherical kernel,
vessels connected to the nodule are removed. The diameter d of this kernel is the
second parameter for the segmentation algorithm. The opening will also remove
voxels on the edge of the nodule, and smooth its surface. To reduce this effect a
conditional dilation is used with an decreasing kernel size [6]. This will regrow
the nodule back to its original size and reconstruct most features of the nodule
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surface. Not all features can be reconstructed, but since relative volume change
is more relevant than the absolute volume of a nodule this is deemed acceptable.
It is possible that the opening will completely remove all candidate voxels from
the segmentation, in this case all morphological operations are canceled, and the
result of the connected component analysis is used for further computations. To
ensure segmentation consistency as much as possible, we kept the segmentation
parameters t and d the same for both scans in a pair.

3.2 Sphere fitting (SPHERE)

The underlying assumption of this technique is that apart from the nodule,
the volume of anatomical structures inside the lung should not have changed
significantly over time. Although it seems unlikely that this assumption will hold
over the entire lung, especially in patients with gross pathology, there will likely
be a small volume of interest around the nodule for which this assumption will
hold. If we can find such a volume of interest for both scans, simply counting the
number of dense voxels will suffice for making an estimation of nodule growth.

The first step of this algorithm is to take a 50×50×50 mm volume of interest
centered at the nodule center, which is provided in the Volcano data set. This
volume of interest is super sampled to isotropic voxels of 0.5 mm resolution.
This reduces partial volume effects and also simplifies calculations as the voxels
in both scans now have equal dimensions.

Next, a threshold t is applied over this volume of interest, excluding voxels
outside the lung field, where we use the predetermined lung segmentation as a
mask. This leaves us with all voxels denser than t inside the lung (we call these
dense lung voxels). Effectively this means that only nodule and vessel voxels
remain. If we would compute the volume change at this point we would not be
able to quantify growth accurately, since the volume of the nodule might be very
small compared to that of the surrounding vasculature. Therefore we refine the
volume of interest as follows. We define a spherical volume of interest at the
approximate nodule-center, and iteratively increase the diameter of this sphere
by two voxels (1, 3, 5, and so on). We keep increasing the diameter until the next
iteration would not add a sufficient number of dense lung voxels. We define this
cut-off ratio r as the number of dense lung voxels added in the next iteration
divided by the total number of voxels added in the next iteration. Thus this
algorithm has two parameters, the threshold t and the cut-off ratio r.

This leaves us with two spherical volumes of interest, possibly with different
diameters. This will introduce a bias in the measurement. The larger of the two
is therefore chosen and applied to both scans. The final volume in mm3 is than
computed by multiplying the number of dense lung voxels in the spheres by 0.53.

3.3 Segmentation by registration (REG)

In this approach we use a segmentation of the nodule in one scan (the moving
scan), and to avoid segmentation inconsistencies that could occur if the same
algorithm were applied independently to the other (fixed) scan, we instead use

VOLCANO '09 -393- 



image registration to elastically deform the moving so as to resemble the fixed
scan. We use the freely available package elastiX [7], version 3.9 for registration.
The registration software is able to handle anisotropic voxel sizes internally.

To force the registration software to align only nodules and not the surround-
ing tissue a mask is used. To make the mask, first both nodules are segmented
using the morphological segmentation algorithm outlined above. This resulting
segmentation is then dilated to ensure that the entire nodule is represented in
the mask, even if under-segmentation has occurred. To ensure that the same
structures are present in both masked areas the biggest of the two masks is used
for both scans. Finally the parts of the mask that are outside the lungs are
removed using the lung segmentation mentioned before.

The resulting transformation is applied to the segmentation of the nodule in
the moving scan, and both volumes are compared. This method is also described
in [4], and has proven to be effective for artificial nodules. It is not clear what
mask, if any, was used for the experiments in [4]. The only parameters the REG
method takes are the threshold t and the kernel size d for the segmentation.

Setting for the registration method were normalized mutual information as
similarity measure, first a rough alignment with an affine transformation, fol-
lowed by a non-rigid registration modeled by B-splines. Three resolutions were
used in both affine and non-rigid stages, and always 500 iterations were per-
formed per resolution level. The other settings were the defaults of the package.

4 Experiments and results

Fig. 1. ∆V of all three methods for stable and growing nodules. Here parameters were
determined by a user. Whiskers indicate minimum and maximum values.

Two types of experiments have been carried out. First, for all three methods,
several parameter settings were evaluated. Table 1, 2 and 3 give the results.

Second, all three methods were applied using an optimal setting for the two
parameters of each method, determined visually by a human observer. This
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Table 1. Variability of ∆V outcome for the SPHERE method using different values for
threshold t and cutoff r. Stable and growth cases are treated separately. For each setting
the average, standard deviation(SD), minimum, 1st quartile, median, 3rd quartile and
the maximum value are reported. The row with label semi auto are the results from
the semi-automatic experiments.

t r Avg SD Min q1 Median q3 Max

Stable nodules

-600 0.5 0.118 0.389 -0.377 -0.031 0.015 0.199 1.263
-600 0.6 0.057 0.378 -0.550 -0.111 0.010 0.111 1.263
-600 0.9 0.181 0.602 -0.618 -0.087 -0.004 0.289 2.000
-500 0.5 0.015 0.261 -0.422 -0.065 0.005 0.071 0.792
-500 0.6 0.003 0.231 -0.573 -0.060 0.018 0.117 0.445
-500 0.9 0.168 0.621 -0.378 -0.116 -0.004 0.094 2.000
-400 0.5 -0.010 0.231 -0.619 -0.090 0.005 0.061 0.423
-400 0.6 -0.007 0.253 -0.668 -0.085 0.021 0.101 0.446
-400 0.9 -0.011 0.326 -0.465 -0.234 -0.029 0.082 0.928
Semi auto -0.024 0.217 -0.540 -0.190 0.041 0.118 0.271

Growing nodules

-600 0.5 0.001 0.179 -0.433 -0.148 0.012 0.134 0.257
-600 0.6 0.000 0.205 -0.507 -0.174 0.030 0.137 0.462
-600 0.9 0.053 0.468 -0.507 -0.091 -0.002 0.039 2.000
-500 0.5 -0.015 0.201 -0.539 -0.171 0.035 0.112 0.239
-500 0.6 0.020 0.331 -0.539 -0.179 0.039 0.100 1.239
-500 0.9 0.066 0.493 -0.609 -0.107 0.016 0.035 2.000
-400 0.5 -0.023 0.224 -0.572 -0.193 0.042 0.116 0.271
-400 0.6 0.021 0.360 -0.572 -0.193 0.046 0.124 1.319
-400 0.9 0.094 0.550 -0.650 -0.163 0.014 0.043 2.000
Semi auto 0.381 0.634 -0.485 0.003 0.232 0.532 2.000

makes our approaches semi-automatic, but the amount of interaction required is
minimal. Figure 1 shows the distribution of ∆V for growing and stable nodules
for all methods. Note how the REG method works well for stable nodules (i.e.∆V
close to zero), but not for growing nodules, where q1 is below zero. The results
for the SEGM and the SPHERE method are similar in the case of growing
nodules, but for stable nodules the distribution for the SEGM method has a
lower variability.

Figures 2 to 4 provide examples of the results of each method, including a
case where the SEGM method leads to segmentation inconsistencies. Scatterplots
of the results of different methods for stable and growing cases are given in
Figures 5 and 6. Correlation between SEGM and REG is 0.667, between REG
and SPHERE 0.479 and the highest correlation is achived between SEGM and
SPHERE with 0.832.
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Table 2. Variability of ∆V outcome for the SEGM method using different values
for threshold t and kernel size d. Stable and growth cases are treated separately. For
each setting the average, standard deviation(SD), minimum, 1st quartile, median, 3rd
quartile and the maximum value are reported. The row with label semi auto are the
results from the semi-automatic experiments.

t d Avg SD Min q1 Median q3 Max

-600 3 -0.118 0.389 -1.263 -0.199 -0.015 0.031 0.377
-600 4 -0.057 0.378 -1.263 -0.111 -0.010 0.111 0.550
-600 6 -0.181 0.602 -2.000 -0.289 0.004 0.087 0.618
-500 3 -0.015 0.261 -0.792 -0.071 -0.005 0.065 0.422
-500 4 -0.003 0.231 -0.445 -0.117 -0.018 0.060 0.573
-500 6 -0.168 0.621 -2.000 -0.094 0.004 0.116 0.378
-400 3 -0.122 0.837 -2.000 -0.255 -0.026 0.323 2.000
-400 4 0.007 0.253 -0.446 -0.101 -0.021 0.085 0.668
-400 6 0.011 0.326 -0.928 -0.082 0.029 0.234 0.465
Semi auto 0.003 0.214 -0.560 -0.059 -0.001 0.093 0.420

Growing nodules

-600 3 0.017 0.712 -1.727 -0.195 0.016 0.294 2.000
-600 4 0.033 0.729 -1.483 -0.254 0.007 0.314 2.000
-600 6 0.136 0.757 -1.392 -0.129 0.054 0.271 2.000
-500 3 -0.044 0.709 -1.681 -0.174 -0.001 0.315 2.000
-500 4 -0.064 0.724 -1.717 -0.267 -0.021 0.377 2.000
-500 6 0.044 0.750 -1.714 -0.136 0.036 0.381 1.886
-400 3 -0.122 0.837 -2.000 -0.255 -0.026 0.323 2.000
-400 4 -0.138 0.883 -2.000 -0.190 -0.012 0.300 2.000
-400 6 0.027 0.758 -2.000 -0.100 0.075 0.351 2.000
Semi auto 0.412 0.632 -0.265 -0.016 0.203 0.563 2.000

5 Discussion and Conclusion

It is difficult to assess the value of the three different methods that have been
applied to the 50 nodule pairs of the VOLCANO’09 challenge, because we do
not have access to information which nodule pairs are stable and which ones
exhibit change. We therefore asked a radiologist to visually assess change in all
pairs. Manually assessing small volume changes is hard for a human observer,
and the radiologist repeatedly expressed his uncertainty, especially for nodules
labeled as stable. It seems likely that some cases classified by the radiologist as
stable are in reality slightly growing or shrinking. In some cases the automatic
methods measured a change and the segmentation results of the methods were
visually convincing.

Nevertheless, even in absence of any truth, we can conclude that the methods
agree only moderately well with each other. The scatter plots in Figures 5 and
6 show large disagreement between the methods in a substantial amount of
cases. Figure 1 shows that in our results, SEGM and SPHERE lead to a better
separation between the stable and growing nodules than the REG method.
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Table 3. Variability of ∆V outcome for the REG method using different values for
threshold t and kernel size d. Stable and growth cases are treated separately. For
each setting the average, standard deviation(SD), minimum, 1st quartile, median, 3rd
quartile and the maximum value are reported. The row with label semi auto are the
results from the semi-automatic experiments.

t d Avg SD Min q1 Median q3 Max

-400 3 0.033 0.208 -0.391 -0.116 0.037 0.148 0.415
-400 4 0.043 0.198 -0.203 -0.139 -0.022 0.137 0.446
-400 6 0.049 0.583 -0.542 -0.199 -0.050 0.181 2.000
-500 3 0.021 0.192 -0.365 -0.126 0.018 0.149 0.404
-500 4 0.030 0.208 -0.368 -0.138 0.082 0.142 0.433
-500 6 0.050 0.237 -0.332 -0.099 0.054 0.136 0.542
-600 3 0.109 0.337 -0.212 -0.112 0.054 0.188 1.308
-600 4 0.094 0.343 -0.379 -0.115 0.054 0.167 1.308
-600 6 0.104 0.326 -0.553 -0.058 0.093 0.189 1.276
Semi auto -0.033 0.209 -0.542 -0.165 -0.050 0.120 0.390

Growing nodules

-400 3 0.116 0.575 -0.851 -0.167 -0.040 0.138 2.000
-400 4 0.103 0.582 -0.918 -0.150 -0.073 0.140 2.000
-400 6 0.106 0.558 -0.897 -0.215 -0.023 0.233 1.641
-500 3 0.059 0.377 -0.517 -0.105 -0.024 0.110 1.470
-500 4 0.088 0.335 -0.722 -0.084 0.104 0.212 0.970
-500 6 0.126 0.313 -0.405 -0.044 0.102 0.242 0.936
-600 3 0.114 0.442 -0.856 -0.111 0.086 0.156 1.382
-600 4 0.143 0.392 -0.312 -0.092 0.080 0.203 1.329
-600 6 0.104 0.326 -0.553 -0.058 0.093 0.189 1.276
Semi auto 0.206 0.423 -0.478 -0.067 0.103 0.377 1.641

Visual inspection of the results from the REG method indicated that the
registration results were sometimes incorrect. Finding more stable settings for
the registration method is therefore an important direction for future research,
especially since this method was reported to work well in the work of Kabus
et al. [4]. The final metric value reported by the registration software can be
used to asses the quality of the registration and thus the quality of the measured
change. This can be used to construct a fully automatic method, or to report
the certainty of the system that the reported volume change is correct.

SEGM is very sensitive to the parameters used for the segmentation. These
parameters vary from case to case and are can be hard to find, although in most
cases it is a straightforward procedure to find good settings. SPHERE is not as
sensitive to over-segmentation as SEGM, but it does rely heavily on the reported
center point actually being in the center of the nodule. If the reported seed point
of the nodule is not in the center, SPHERE will likely fail. An obvious solution
to this problem is to include the determination of the sphere center point in the
fitting procedure. Another weakness of SPHERE is the assumption of a spherical
nodule, and spherical nodule growth. A more complicated model for nodule shape
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Fig. 2. Example of a successful segmentation by the SEGM method. The different
colors in the image signify the amount of nodule in the voxel after sub-sampling, yellow
means 100% of the voxel is nodule, red means 90%, pink means 80%, and purple means
70%. The other colors represent lower percentages of nodule in the voxel. The window
center is -600 HU and the width of the window is 1600 HU (in all figures). The reported
volumes by the SEGM method were 1776.9 mm3 for scan 1 and 1442.5 mm3 for scan
2, a ∆V of -0.19.

Fig. 3. Example of a successful segmentation by the REG method. From left to right;
the nodule in the first scan, the transformed nodule after registration, the transformed
segmentation and finally the nodule in the second scan. This case has been labeled
shrinking by the human expert. The REG method reports a negative volume change
(V 1 = 1511 mm3,V 2 = 1336 mm3 and ∆V = -0.116). The parameters for the segmen-
tation used by REG are t = -400 HU and d = 4 mm).

may improve the reliability of volume change assessment by SPHERE, but will
also make the method much more complicated.

Finally, we note that it is not clear if measuring the relative volume change
∆V is the most important parameter to answer the question that is clinically the
most relevant: is a nodule malignant or benign? The absolute volume change,
or the nodule mass (change) may be better predictors, especially when used in
conjunction with other features.

In conclusion, we have presented three simple methods for nodule volume
change assessment and applied these to a public database provided by the VOL-
CANO’09 challenge. Although the methods produce visually convincing results
in many cases, correlation between the methods is only moderately good, and
the results do not show a clear separation between cases rated as stable versus
growing by a radiologist.
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(a) Nodule pairs (b) SEGM result

(c) SPHERE result

Fig. 4. An example where the SPHERE method (t = −400HU, r = 0.5) works better
than the SEGM method (t = −400HU, d = 3 mm). The segmentation made by SEGM
grows into some vessels in the second scan (indicated with arrows), but not in the
other. This leads to an overestimation of nodule volume in scan 2. The SPHERE
method clearly under-segments the nodule in both scans, but it does so in a consistent
matter. The radiologist labeled this case as stable. SEGM reports growth (V 1 = 365.1
mm3, V 2 = 416.8 mm3, ∆V = 0.14), SPHERE reports a nearly stable nodule (∆V =
0.015). Due to super-sampling figure 4(c) appears blurred.
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Fig. 5. Variability in outcome for stable nodules after semi-automatic experiments.
Note that correlation is strong between segmentation and sphere, and particularly
weak between registration and sphere.
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Fig. 6. Variability in outcome for growing nodules after semi-automatic experiments.
Note that correlation is strong between segmentation and sphere, and particularly weak
between registration and sphere.
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