
Segmentation of Lung Fields by Game Theory and 
Dynamic Programming 

Bulat Ibragimov, Tomaž Vrtovec, Boštjan Likar and Franjo Pernuš 
  

University of Ljubljana, Faculty of Electrical Engineering, Slovenia 
{bulat.ibragimov,  tomaz.vrtovec,  bostjan.likar,  franjo.pernus}@fe.uni-lj.si 

Abstract. Segmentation of medical images is widely used to delineate 
anatomical and other structures, with the aim to diagnose various disorders, 
locate pathology, create models and statistical atlases, quantify structural 
properties, etc. In this paper we propose a supervised algorithm for lung fields 
segmentation, which is based on game theory and dynamic programming. To 
define a game, a set of “players”, a set of “strategies” and a set of “incomes” are 
required. For segmentation purposes these sets correspond to distinctive 
anatomical points (i.e. landmarks), image features consisting of intensities and 
geometrical relationships between landmarks and the matrix of incomes 
depending on the image features. The solution of the game named arbitration 
scheme gives the best positions of landmarks. Boundary segments between 
adjacent landmarks are then detected by dynamic programming that is based on 
the Bellman principle of optimality. The results of the lung fields segmentation 
algorithm are evaluated by the overlap measure and compared to segmentation 
methods based on pixel classification, active shape and active appearance 
models. 
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1   Introduction 

Segmentation of medical images is widely used to delineate anatomical and other 
structures, with the aim to diagnose various disorders, locate pathology, create models 
and statistical atlases, quantify structural properties, etc. Segmentation of bony 
structures is usually accomplished by intensity based methods such as thresholding, 
region growing and clustering [1, 2]. However, precise segmentation by these 
methods often fails, because of the large biological variability of normal and 
pathological anatomical structures and presence of noise and artifacts in images. To 
improve segmentation results, deformable models [3] that represent objects in the 
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form of curves and surfaces can be used. The segmentation process initialized by 
predefined curves or surfaces consists of transformations that are guided by internal 
and external forces. The external forces [4, 5] are based on image information and 
transform surfaces toward object boundaries. The internal forces [6] are defined by 
curves and surfaces of the model and keep the model connected and smooth. The 
results can be further improved by using prior knowledge in the form of statistical 
shape [7] or appearance models [8], estimated from a manually labeled training set. 
These models represent the segmented object by a predefined number of landmarks, 
which protect the resulting contour of the model from leakages.  

Game theory has been successfully applied to solve multi-criteria optimization 
problems in the fields of economics, robotics, biology and social sciences. In the field 
of image analysis, game theory has been applied to calibrate intelligent sensor 
systems [9] and cameras during surgery [10]. Dynamic programming can be used to 
solve process management problems by finding the control policy that is based on 
parameters of the observed process, and has been used to detect curves and boundary 
segments of objects in images [11]. In this paper we present a segmentation algorithm 
that identifies landmarks of an anatomical structure by game theory and determines 
boundary segments between landmarks by dynamic programming. The algorithm was 
successfully applied to segment lung fields in chest radiographs. However, the 
algorithm is not limited to these images. It can be used to segment arbitrary objects 
from two-dimensional (2D) and three-dimensional (3D) images.  

2   Landmark detection 

This section is organized as follows. Section 2.1 describes a part of game theory 
named arbitration scheme. Section 2.2 describes landmark detection problem in terms 
of game theory.  

2.1   Arbitration scheme  

Game theory is used in a wide range of situations in economy, biology and social 
sciences, where the success of a decision depends on other decisions. To define a 
game, a set of “players”, a set of “strategies” that correspond to the players and a set 
of “incomes” that depend on strategies are required. The game where players can join 
into a coalition is cooperative, while the game where coalitions between players are 
not allowed is noncooperative. In a cooperative game, the players can jointly increase 
their total income and decide how the total income is distributed among them. To 
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obtain an optimal decision, the Nash arbitration scheme is used which has to satisfy 
the following conditions [12]: 

1) The arbitrage solution is a Pareto-optimal solution. This means that a 
solution that is better for one player and not worse for the other players 
does not exist. 

2) The arbitrage solution is symmetric. This means that if two players are 
in the same condition, they must have the same income. 

3) The arbitrage solution is invariant to linear transformation. 
4) The arbitrage solution is independent of irrelevant alternatives. 

An optimal solution ( )* * *
1 ,..., nu u u=  is the arbitrage solution of a cooperative game 

with n players: 

( ) ( )* max ,i i i ii iu
u d u d− = −∏ ∏  (1) 

where ( )1,..., nd d d=  is the status quo (i.e. incomes of the players if they act 
individually without joining into coalitions) and ( )1,..., nu u u= is a set of possible 
incomes that is optimized. Other solutions of a cooperative game exist and can be 
found by various approaches, e.g. the kernel or Shapley value approach [13, 14]. 
Since all these techniques are computationally demanding, we used a numerical 
solution based on the properties of the cooperative game that corresponded to 
segmentation.  

2.2   Landmark detection in terms of game theory  

In order to apply game theory to image segmentation, the strategies, players and 
incomes have to be determined on the basis of image intensities, distinctive 
anatomical points (i.e. landmarks) and geometrical relationships between them. 
Suppose that a training set of N 2D images with annotated boundaries of objects of 
interest and landmarks on the boundaries is given in the Cartesian coordinate system 
(x, y). Each landmark is characterized by image intensities in its neighborhood W of 
size q×r that are normalized by the intensity of the landmark:  

�� ��� �� 	 ���� �� 
 ����� ���� (2) 
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 The cooperative game with the income matrix U has a unique arbitrage solution, 
which is obtained as the solution that satisfies Eq. 1. The strategies corresponding to 
the optimal solution are the best positions for the landmarks. 

3   Defining of boundary segments 

Curves in multi-dimensional spaces can be detected by a dynamic programming that 
is based on the Bellman principle of optimality. To detect a boundary segment 
between two adjacent landmarks that is a curve in 2D space, the reagion of the image 
containing the boundary segment is first approximated by a rectangular strip T. This 
rectangular strip is then filtered by a control matrix C to increase the intensity of the 
boundary segment. The curve that represents the boundary segment is a trajectory that 
passes through the maximal values of the filtered rectangular strip P�� and is defined 
from the matrix R as the solution of an dynamic programming problem:  

Q��� �� 	 �P���� �� L RST!UV +Q�� 
 �� � 
 9�,W P� 	 P X Y� (7) 

where { }2, 1, 0, 1, 2D = − − + + . To obtain the control matrix C, the described 
procedure (Eq. 7) is iteratively repeated to segment the boundary segment on images 
from the training set. In each iteration, the matrix C is changed and distances between 
segmented and ground truth boundary segments are measured. By minimizing the 
measured distances, the matrix C is defined. By concatening the trajectories obtained 
for all adjacent landmarks, the contour of the object is found.  

4   Experiments and Results 

4.1   Experiments  

The proposed segmentation algorithm based on game theory and dynamic 
programming was successfully applied to segment lung fields from chest radiographs. 
The chest radiographs and the ground truth segmentation results were obtained from a 
publicly available database [15, 16] that consists of 247 images of size 256×256 
pixels and resolution of 1.4×1.4 mm/pixel. From this database, 82 images 
(approximately one third of images) were randomly chosen to form the training set. 
Each image in the training set was manually annotated with 51 approximately equally 
distributed landmarks on the given lung field contours. The proposed segmentation 
algorithm was applied to segment the contour of the left and right lung field from the 
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remaining 165 images in the database. The algorithm was implemented in C++, and 
the average segmentation time was 11 seconds per image, where the most expensive 
step was establishing the matrix of incomes (Eq. 6).  

4.2 Results 

The results were evaluated by an overlap measure � between the obtained and ground 
truth values, which is defined as: 

Z 	 P[P[ L �\ L �[ � (8) 

where the area of the segmented object can be classified as a true positive (TP) (area 
correctly classified as object), false positive (FP) (area mis-classified as object) or 
false negative (FN) (area mis-classified as background). Table 1 presents the results 
of segmentation in terms of overlap and the comparison of the results to segmentation 
algorithms reported in [16]. An example of the segmentation of lung fields is shown 
in Figure 4. 

Tab. 1. Segmentation in terms of overlap � between the obtained and ground truth areas (� is 
the mean value, � is the standard deviation, Q1 is the 0.25-quantile and Q3 is the 0.75-quantile). 
The results for the existing algorithms were obtained from [16]. 

 � ± � min Q1 median Q3 max 

Human observer 0.946 ± 0.018 0.822 0.939 0.949 0.958 0.972 
Pixel classification 0.938 ± 0.027 0.823 0.931 0.946 0.955 0.968 
Proposed method 0.916 ± 0.026 0.740 0.901 0.923 0.930 0.953 
Active shape models 0.903 ± 0.057 0.601 0.887 0.924 0.937 0.960 
Active appearance models 0.847 ± 0.095 0.017 0.812 0.874 0.906 0.956 
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change of the matrix of incomes describes shapes which are independent of the size. 
Rotation can be eliminated by removing the angle based measure (Eq. 5) from the 
matrix of incomes (Eq. 6). However, by removing distances or angles from the matrix 
of incomes (Eq. 6) incorrect segmentations can be obtained.  

5   Conclusion 

In this paper, a fully automated segmentation algorithm based on game theory and 
dynamic programming was proposed. The algorithm was applied to lung field 
radiographs of 247 subjects, and the results show that the performance is comparable 
with active shape and active appearance models [16].  
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