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Preface

These are the proceedings of the third edition of the International Workshop on Pulmonary
Image Analysis held on September 20, 2010 at MICCAI 2010 in Beijing. The two first events,
organized also as workshops in conjunction with the MICCAI conferences in 2008 in New
York and in 2009 in London, were very successful in bringing together researchers in pul-
monary image analysis to discuss new developments in this growing field. For this edition,
we received a large number of high quality papers that received a detailed review by two to
four reviewers from the organizing team or from guest reviewers. A total of eight papers have
been accepted for oral presentation at the workshop, in sessions on segmentation, classifica-
tion and quantification, and registration. Six papers and one software were selected for poster
presentation. Together these papers cover a wide range of topics within the field of pulmonary
image analysis. We are also very happy that Eric Hoffman, Professor of Radiology, Medicine
and Biomedical Engineering at the University of Iowa and director of the Iowa Comprehen-
sive Lung Imaging Center, has agreed to give the keynote lecture of the third International
Workshop on Pulmonary Image Analysis. Dr Hoffman was involved in the development of CT
in the very early days and continues to lead forefront research in unravelling the mechanisms
of pulmonary ventilation and lung diseases.

We would like to take this opportunity to thank the MICCAI 2010 organizers for their
organizational support and their willingness to host this event, and all the reviewers for
helping us with the paper selection. We acknowledge the generous contributions of MedQIA,
VIDA Diagnostics, and MeVis Medical Solutions which helped make this event possible.
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Fast and Memory Efficient Segmentation of Lung
Tumors Using Graph Cuts

Nicolas Lermé!?, Francois Malgouyres', and Jean-Marie Rocchisani®4

(1) LAGA CNRS UMR 7539, (2) LIPN CNRS UMR 7030, (3) SMBH
Université Paris 13 —Avenue J.B. Clément
93430 Villetaneuse - France
(4) Hopital Avicenne, 93009 Bobigny - France nicolas.lerme@lipn.univ-parisi3.fr,
malgouy@math.univ-parisl3.fr,
jean-marie.rocchisani@univ-parisi3.fr

Abstract. In medical imaging, segmenting accurately lung tumors remains a
quite challenging task when they are directly in contact with healthy tissues. In
this paper, we address the problem of extracting interactively these tumors with
graph cuts. The originality of this work consists in (1) reducing input graphs to
decrease drastically memory consumption when segmenting a large volume of
data and (2) introducing a novel energy formulation to inhibit the propagation
of the object seeds. We detail our strategy to achieve relevant segmentations of
lung tumors and compare our results to hand made segmentations provided by
an expert. Comprehensive experiments show how our method can give solutions
near from ground truth in a fast and memory efficient way.

Keywords: segmentation, lung tumor, graph cut, reduction.

1 Introduction

Since last years, accurate measurements of lung tumors sizes has become a challenging
task for staging and assessing tumor response to treatments or its progression. Revised
RECIST criterions, largely used by radiologists, are based on the measurement of one
diameter on a few number of lesions [24], and suffer from a lack of reproducibility [22].
Alternatively, tumor volumetry has been proposed to overcome those difficulties in
order to improve the staging of nodules [5], the evaluation of tumor aggressiveness [18],
tumor response to chemotherapy [3,26] or to radiotherapy [16] and the progression
rate of tumors [18] or metastases [15]. Moreover, it becomes a necessary tool for the
automatic screening of lung nodules on CT scans, and is currently on evaluation on
ongoing trials [23]. Several methods have been proposed to deal with the different
kind of objects to segment. Nodules are homogeneous spheroid of small size. Masses
and tumors have larger sizes and irregular shapes, and may be necrotic. All may
be connected to some extent to vessels, to the pleura wall, or to the mediastinum.
To tackle this issue, methods make often use of morphological operators [9,10,17]. A
classification of those methods can be found for instance in [21] and [5].
Among semi-automatic approaches of segmentation based on level-sets and (geodesic)

active contours, graph cuts have become in few years a leading method since the in-
troduction of a fast maximum-flow/minimum-cut algorithm [2]. In contrast to other
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methods, graph cuts have the ability to solve quickly a wide range of problems in
computer graphics such as image segmentation [1], while achieving a global minimum
of the energy function.

Recently, Ye et al. have used this technique for automatically segmenting lung nod-
ules using a volumetric shape index [25]. Since nodules have presumably an elliptical
shape, they can select the appropriate range of index values for segmenting nodules.
However, segmenting lung tumors of various shapes is a much more difficult task. Tu-
mors might indeed be connected to healthy tissues and it is not possible to distinguish
the tumor and the healthy tissues by only using simple features like the gray levels.
The correct segmentation can therefore only be achieved thanks to the interaction
of an expert. To our knowledge, this is the first paper to tackle this problem using
graph cuts. In this paper, we propose a semi-interactive graph cut-based method for
segmenting lung tumors. An overview of the approach is given on Figure 1. First, we

Input Image »| Graph Construction (reduction) P Max-flow/min-cut Computation
A A
Y
User seeds P» Distance Map Segmentation

Fig. 1: Flow diagram of our approach.

compute a distance map from the object seeds for lowering the “seeds propagation”.
Then during the graph construction, we reduce the input graph by deciding locally
which nodes are really useful for the minimum-cut computation according to [12].
Typically, the nodes are located around the contours of the object to segment. Finally,
we compute the minimum-cut and get the final solution.

The rest of this paper is organized as follows. In section 2, we review the graph-cuts
framework. We detail our strategy for reducing graphs in section 3 while we introduce
our novel energy formulation in section 4. Finally, we validate experimentally our
algorithm on several CT images in section 5.

2 Graph cuts framework

Let us first review the graph cuts framework. In this setting, an image [ is a function
defined over a finite discrete set P C Z? (d > 0) that maps each point p € P to a value
I(p). Usually, P correspond to a square when d = 2, a cube when d = 3 and a cube
during a time interval when d = 4. A binary segmentation of the image is defined by
a mapping u that assigns to each element of P the value 0 for the background and 1
for the object. We write u € {0,1}".

In [1], Boykov and Jolly showed that the image segmentation problem can be
efficiently solved by minimizing a Markov Random Field of the form:

E(u) =8- Z Ep(up) + Z Epq(up, uq), (1)
peP p,qEP
a€N(p)
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among u € {0,1}” and for 8 > 0. The neighborhood system N (p) is in practice either

No(p)
Ni(p) =

{q:Z?:l lgi —pi| = 1} Vp € P, or
q:lgi—pil <1, V1<i<d} VpeP,

where p; denote the i'” coordinate of the point p and |.| denotes the modulus. (in
this paper |.| also denotes the cardinality of a set, the notations will note not be
ambiguous once in context). The above neighborhood systems correspond to the clas-
sical 4-connectivity and 8-connectivity when d = 2. Beside on the border of the im-
age/volume, we have for any d and any p € P: [Ny(p)| = (2d) and |Ni(p)| = 3¢ — 1.
In practice, larger neighborhood systems (i.e. N7) yield better results but increase
running time and memory consumption. Typically, we have |E,| ~ |P|.|N|, where |.|
denotes cardinality. In the sequel, the terms “connectivity 0” and “connectivity 1” will
denote the use of a My and N neighborhood, respectively.

As usually, the region term FE,(.) in (1) favors the belonging of each pixel/voxel to
either the background or to the object. It is deduced from the input data, an object
seed O and a background seed B. The regularity term E, 4(.) penalizes neighboring
pixels p and ¢ having different labels. The weight of the penalization depends on the
difference |I(p) — I(q)| and favors boundaries located at pixels/voxels with a strong
gradient. Generally speaking, the definition of £, and E, ; depends on the considered
application.

According to [8], the minimizer of the energy (1) corresponds to a minimum-cut
in a graph that can be efficiently computed by the algorithm proposed in [2]. In
this context, the directed weighted graph G = (V,&,¢) consists of a set of nodes
V =PU{s,t}, aset of edges £ C V x V and a positive weighting function ¢ : & — RT
defining the edge capacity. Notice that two special nodes are distinguished from V:
the source node s (“object” terminal) and the sink node ¢ (“background” terminal).
After the computation of the minimum cut we set u, = 1, if p is connected to s and
up, = 0 otherwise. Moreover, the set of edges £ is split into two disjoint sets &£, and
& denoting respectively n-links and t-links. The t-links are the edges connecting the
terminal nodes s or ¢ to the pixels/voxels and the n-links are the edges connecting
pixels/voxels.

3 Reducing graphs

To obtain high-resolution output, graph cuts must build huge graphs containing sev-
eral billions of nodes and even more edges. Such graphs may sometimes do not fit
in central memory. To solve this issue, some authors have recently proposed heuris-
tics [13,14,20,7]. However, these algorithms can easily get trapped in local minima of
the energy. Also, these algorithms often fail to recover details. This is a real drawback
since thin structures like blood vessels or nodules are ubiquitous in medical imaging.
The only exact alternative is [11], but it has not been developed for the purpose of
image segmentation.

Thus, segmenting high-resolution data using graph cuts require a prohibitive amount
of memory. For instance, the maximum-flow algorithm described in [2] allocates
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24|P| + 14|&,,| bytes *. Table 1 shows that for a fixed amount of RAM, the maximum
volume size decreases quickly as dimension d increases. Nevertheless, as showed in a

Connectivity 0|Connectivity 1

2D 6426 4459
3D 319 219
4D 68 45

Table 1: Maximum size of a square image for which the graph fits in 2GB of RAM.

previous paper [12], most of the nodes in the graph are useless during the maximum-
flow computation. They are indeed not traversed by any flow. Then, one would like to
extract the smallest possible graph G’ = (V', &’ ¢) from G while keeping a minimum
cut «’ identical (or very close) to u. In other words, we want to minimize |V’| under
the constraint that u ~ u’. In fact, this is an ideal optimization problem which we will
not try to solve, because the method for determining G’ also needs to be (very) fast.
We will rather consider heuristics aiming at that goal.

First, let us introduce some definitions before describing our method for building
G’. In accordance with the graph construction given in [8], we consider (without loss
of generality) that a node is linked to at most one terminal:

(S,p) thi(Pat) ¢£t7 VPEP
We also summarize the capacities on the t-links connected to any node p € P:

c(p) = c(s,p) — c(p, t).

Let us consider a square window B of size (2r + 1) (r > 0) centered at the origin. We
denote by B the translation of B at a point p € P: B {b+p | b€ B}. For Z C P,
we also denote by ZB =U ez B the dilation of Z by B

The intuitive idea for bulldlng G’ is the following: removing the nodes in any Z C P
such that pixels/voxels in Z are not directly connected to the sink ¢ and the flow that
might come into the region Zp \ Z suffices to saturate the edges located around Zp (see
Figure 2). Building such sets Z is done by testing each pixel p of Z. Thus, the nodes
in G’ are typically located around the contours of the object to segment. Assuming

mN!

Fig. 2: Principle of the reduction. The nodes from Z are removed because every node
p € Z satisfy (2). Remaining nodes are typically located in the narrow band Zg \ Z.

! This corresponds to the max-flow algorithm v2.2 freely available at http://www.cs.
cornell.edu/People/vnk/software.html
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that all capacities on n-links are smaller than one (which remains true for all the
energy models in segmentation), we use a more conservative condition for testing each
individual pixel p € Z [12]:

Vg € By, c(q) > 6) or

Vg € Ep,c(q) < —(5) , @

where § = %, with

P(B) =max(|{(p.q) :p€ B, ¢ ¢ Band pe N(q)}|,
H{(p,q) :p€ B, ¢ ¢ B and g€ N(p)}|).

For any p satisfying (2), p is only connected to s (respectively ¢) and the flow that
might come in (respectively come out) through t-links in E,, \ {p} suffices to saturate
the n-links going out (respectively going in) of Ep. The pixel/voxel p is not needed
and can be removed from G. The subgraph G’ is now fully determined by the set of
nodes

V' ={p € P not satisfying (2)} U {s,t}.

Experiments presented in [12] confirm the intuitive dependence between the reduction
rates and the parameters of the model. For instance, the capacities ¢(g) are obtained by
multiplying a quantity by the parameter 5 of (1). Looking at (2), it is straightforward
to see that the test is satisfied on a smaller set of pixels/voxels if 5 decreases. In fact,
[ small corresponds to a strong regularization. In such a situation, we need a larger
window radius to obtain a smaller d. The latter results in wide bands around the object
contours. Conversely, this results in narrow bands around the object contours when 3
is large. The result of such a reduction is illustrated in Figure 3. In our experiments, we
always take 8 = 3 and r = 1. Additionally, the condition (2) can be tested through an
easy to implement “non-optimized” algorithm with a worst-case complexity of O(|B|).
However for large window radii, such an algorithm cannot handle images of large size
and large dimension d. Decomposing (2) along the dimensions d speed up significantly
the previous algorithm. This yields a test whose computation is of complexity O(1)

(a) Image and seeds (b) Graph G’ (c) Segmentation

Fig. 3: Tllustration of the reduction for segmenting a CT image (r = 1). Light gray
pixels correspond to the nodes belonging to G’ (middle). Object and background seeds
are superimposed on the original image (left). On the right image, the segmentation
is superimposed in blue.



-14- THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS

(except for image borders). In particular, its complexity is independent of the window
radius. Finally, we have both theoretical and empirical evidence suggesting that this
reduction scheme provides an exact solution (see [12] for details).

4 Energy function

The most famous graph cut-based energy model for image segmentation was proposed
by Boykov and Jolly in [1] (see below). Total Variation-based models have also been
proposed (see [19]). To obtain good results, those models require the colors in the
object to be different from the colors of the background. This requirement is not
efficient when segmenting lung tumors in CT images, because tumors and healthy
tissues appear in the same range of intensities. Moreover, in many cases (and in our
experiments), the tumor is attached to the healthy tissues and the corresponding area
of the image has a uniform color.

To solve this issue, we propose to add in our energy a prior on the location of
the tumor. The prior is obtained from the location of the object seeds. This leads
to a modification of the original Boykov/Jolly’s energy model [1]. We take the same
regularity criterion:

1
Epq(up,ug) = g(p,q) - [up — ug| and g(p,q) = RO ~eacp<—

11(p) — I(q)|2>

202

where d. is the Euclidean distance between p and ¢, I is the original image and o > 0.
The region term is defined in Table 2. The sets O and B correspond respectively to

pE Ao, p & Acy
Ey(up ="bkg”)|—log [Pr(l(p) |peO)x ea:p( - (d(gi‘ao))Q)} +00
Ep(up = "0bj”) —log [Pr(I(p) | p € B)] 0

Table 2: Definition of the region term.

object and background seeds provided by the user, the probability distributions are
estimated according to [1], d(p, ©) is a distance function between the point p € P
and the set © C P and o, > 0 is a parameter. The parameter o, controls how far
the object seeds propagate from their location and then defines an area of influence
A,,. Beyond this area, the nodes are only linked to the background terminal with a
large weight. This ensures both that the algorithm categorizes them as background
pixels or voxels and that the capacity of the corresponding t-link is sufficiently high
for removing the node from the graph. Although the parameter o4 is an important
parameter that impact the way of positioning the seeds in the image, we always take
0, = 10 in our experiments.

The main difference between the proposed energy and [1] lies in the distance term.
The function d is defined as d(p, ©) = min{dist(p,q) | ¢ € O}, where dist denotes the
distance between two points. We have made two attempts for dist:
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(a) Image and seeds (b) Euclidean dis- (c) Geodesic distance
tance

Fig. 4: Area of influence for an Euclidean and a geodesic distance. Here, we set o, = 40.

— The Euclidean distance. In this case, the distance between a set and a point is
efficiently computed with the algorithm described in [4]. We mostly use it for the
purpose of illustration.

— The geodesic distance is according to the graph metric where the distance between
anode p € P and a node g € P is defined as:

dist(p,q) = { VIR — 1@ +p—aP ifqeN(p),

10 otherwise.

In this latter case, the distance transform is computed with [6].

The area of influence for the above two metrics is displayed through an example on
Figure 4. The green color corresponds to the region where the exponential in the region
term is greater than some € ~ 0. Observe how the geodesic distance better sticks to
the tumor boundaries than the Euclidean distance. In particular, it only has a limited
overflow on the healthy tissues.

5 Experimental results

In this section, we present experiments for segmenting a set of ten 3D CT images
consisting both of nodules, masses and tumors (see Table 3 for more information).
Each volume has a size of 512 x 512 x 50 except, T8 which has a size of 512 x 512 x 316.
All experiments are performed in connectivity 1. Objects to segment may present a
very different contrast with their surrounding structures among the images. Since the
parameter o is contrast-sensitive, we are constrained to use different values for this
parameter. For example, when the average gradient around the object become lower,
we need a smaller 0. Then, the edges around the object are more likely to belong to
the minimum-cut because they become cheaper to cut. The automatic tuning of o is
left for future work. In this setting, we use o = 0.2 for all images except for T8 where
o = 2 and T7 where ¢ = 0.05. Note that a sub-volume is automatically extracted
for all images (except for T8 where the border is sufficiently high to encompass the
whole volume) by considering an extra border of 60 pixels around the object seeds for
speeding up the segmentation.

First, we evaluate our algorithm with hand made segmentations provided by an
expert, for all CT images. Table 4 contains statistics on the differences between the
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segmentation and the ground truth. We use several evaluation measures 2. Table 4
shows promosing results. For all images, we always get a Dice Coeflicient greater than
70% while having a mean maximum distance less than 20mm between the ground
truth and the segmentation.

We also evaluate our method in a qualitative manner. Figure 7 shows the segmenta-
tions obtained at equally spaced z-values for images T1, T8 and T9 (see Figure 5). For
illustrating the propagation of seeds, the seeds in the Figure were chosen on equally
spaced on z but for different values. Thus, one can observe how the seeds propagate
around object seeds, avoiding us to mark every slice. Compared to the ground truth,
the segmentation of T1 is very close, while the segmentations obtained for T8 and T9
differ sligthly. This also illustrate the difficulty to extract tumors/masses with a large
connection to healthy tissues and the ability of our method to segment such objects.

Secondly, we compare the performance of standard graph cuts against our method
in terms of speed and memory consumption (see Table 5) for segmenting the CT
images using the same set of seeds and parameters as previously. Experiments were
performed on an Athlon Dual Core 6000+ 3GHz with 2GB RAM. Times are averaged
over 10 runs. Table 5 also indicates the proportion of object seeds with respect to
the tumor volume in the ground truth. This provides an objective measure of the
interaction for assessing the effort required by the user for positioning the seeds. The
results obtained show that our method performs a little bit faster using 7 to 500x less
memory while getting exactly the same solution. Note that a relatively small amount
of seeds is necessary for segmenting all images.

Generally, the segmentation time depends both on the image size and the skill of
the user for positioning the seeds not too far from the contours of the object to segment.
The segmentation accuracy also depend directly on the seeds location but additionnal
corrections can be done quickly if some parts of the object are uncorrectly labeled.
The computation of the distance map, the building of the graph and the computation
of the minimum-cut take only few seconds. Thus, our method demonstrates its ability
to segment lung tumors quickly without requiring much effort if it is supported by a
good graphical user interface.

Fig.5: Overall context of lung tumors T1 (left), T8 (middle) and T9 (right).

2 A detailed view of these measures is available at http://1ts08.bigr.nl/about.php
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Tumor| Type |Resolutions (x,y,z)|Description

T1 | Mass | 0.68 x 0.68 x 3 |Mass of the upper right lobe (CT)

T2 |Nodule| 0.70 x 0.70 x 1 |Nodule of the right apex (CT)

T3 |Nodule| 0.68 x 0.68 x 3 |Nodule of the lower right lobe (CT)

T4 |Tumor| 1.17 x 1.17 x 1.5 |Marge left hilar tumor inducing a peripheral
atelectasia (CT)

T5 |Tumor| 1.17 x 1.17 x 1.5 [Same as T4 (dosimetric CT scanner)

T6 | Mass [0.77 x 0.77 x 1.25 |Mass of the lower left lobe appended to the
pleura (CT)

T7 | Mass [0.69 x 0.69 x 1.25 |Same as T6, after four months of treatment
(CT)

T8 |Tumor| 0.63 x 0.63 x 1 |Large left hilar tumor and peripheral atelecta-
sia, before treatment (contrast enhanced CT)

T9 |Tumor| 0.70 x 0.70 x 1 |Same as T8, after chemo-radiotherapy (CE-
CT)

T10 | Mass | 1.17 x 1.17 x 1.5 |Right hilar lymph node mass

Table 3: Characteristics of images containing lung tumors. Resolutions are given in

millimeters.
Tumor Dice Volume Volume Average RMS Maximum
Coefficient | Overlap | Difference | Surface Surface Surface
(%) (%) (%) Distance | Distance | Distance
(mm) (mm) (mm)
T1 90.97 83.45 7.39 0.86 0.92 4.42
T2 80.95 67.99 4.98 1.25 1.54 6.63
T3 72.95 57.42 15.76 1.26 1.50 6.87
T4 71.33 55.44 42.31 3.30 4.01 14.34
T5H 80.53 67.41 29.22 3.63 4.55 16.56
T6 86.63 76.42 18.02 1.30 1.49 5.90
T7 82.49 70.21 22.28 1.34 1.56 5.16
T8 89.25 80.59 9.59 1.20 1.47 9.32
T9 72.66 57.07 34.17 1.75 2.09 7.36
T10 74.04 58.79 41.09 4.97 5.55 15.99
| Average | 80.18 [ 67.47 22.48 2.08 2.46 9.25 |

Table 4: Comparison between our method and the segmentations provided by the
expert.
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Standard graph cuts|| Our method

Tumor Time| Memory Time[Memory Amount of object seeds (%)
T1 4.08 472.34 2.00| 24.71 2.52
T2 4.89 573.05 2.71| 83.42 2.71
T3 4.90 580.78 2.87| 83.42 2.47
T4 5.34 729.72 2.14 | 37.07 12.99
TS 5.36 737.41 2.10| 36.37 10.22
T6 |/10.18 1476.30 3.80 | 37.07 3.15
T7 5.16 544.74 3.21 | 83.42 8.86
T8 MP 43091.25 68.93| 83.42 2.45
T9 4.24 496.79 2.39| 37.07 8.01
T10 |{10.36 1151.74 5.42 | 125.13 9.19

Table 5: Speed (secs) an memory usage (Mb) for our method and the graph cuts
without reduction. The label MP means there is not enough memory for allocating the
graph.

.

Fig. 6: Seeds location for segmenting lung tumors T1 (top row), T8 (middle row) and
T9 (bottom row). Object seeds (light blue) and background seeds (red) are superim-
posed on successive slices of the original image.
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Fig. 7: Segmentation of lung tumors T1 (top row), T8 (middle row) and T9 (bottom
row). Ground truth (red) and segmentation (cyan) are superimposed on the original
image. Yellow color corresponds to the intersection.
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Abstract. This paper presents a method for extracting bronchial re-
gions from 3D chest CT images by voxel classification based on local
intensity structure. Most of previous methods are based on trace of
bronchial tree structures by region growing algorithms, so that it fails
when the bronchial lumen is interrupted by abnormals such as tumor.
Thus, we focus on detecting candidate voxels which have bronchus-like
intensity structure and selecting appropriate candidates from them, in-
stead of tracing the bronchial tree, int bronchial region extraction. Two
types of tube enhancement filters are employed in our algorithm. One is
designed to enhance bronchus-like intensity structure where low inten-
sity regions are surrounded by higher intensity regions and cross section
of a bronchus along its running direction forms the circular shape. The
other filter is utilized to enhance line structures based on the Hessian
matrix analysis. The experimental results for eight cases of 3D chest CT
images showed that the accuracy of the proposed method improved by
10 % compared with a previous method, while FPs increased relatively.

1 Introduction

In diagnosis and treatment of chest diseases, precise recognition of the bronchus
is important. Lung cancer and chronic obstructive pulmonary disease (COPD)
are representative diseases in the chest. These diseases strongly correlate or
affect bronchial morphology. In clinical practice, 3D chest X-ray CT images are
used for inspection for such diseases, since the bronchus is clearly depicted in
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the Ministry of Health and Welfare. The authors also thank to Dr. Hiroshi Natori,
Dr. Masaki Mori, Dr. Hirotsugu Takabatake, and Dr. Yoshinori Hasegawa for their
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comparison with any other medical imaging devices. Therefore, a computer aided
diagnosis or treatment system of the chest should recognize bronchial structure
before measuring precise features of suspicious regions from chest CT images.
Many studies on bronchus recognition for automated detection and analysis of
suspicious regions observed in the bronchus or lung have been reported [1-11].

Mori et al. [1], Kitasaka et al. [2], Feuerstein et al. [3], Tschirren et al. [4],
Schlathoelter et al. [5], Lo et al. [6] uses region growing or front propagation
methods to segment and restructure a bronchial region. There are two main is-
sues of the methods based on region growing algorithms; (a) leakage issue and
(b) interruption of growing. First, leakages beyond the bronchial wall occur at
the areas where intensity contrast between the bronchial wall and bronchial lu-
men becomes low, e.g. due to the partial volume effect. Second, when there is
interruption such as a tumor or intensity gap caused by heart beat, bronchial
regions beyond them cannot be extracted at all. Contrastly, the methods based
on classification that distinguishes voxels in the bronchus from those in others
using several bronchial features [8-11]. These methods use typical features of the
bronchus, such as (a) low intensity at the bronchial lumen, (b) relatively higher
intensity at the bronchial wall than that of bronchial lumen, (c¢) the bronchus
forms tube structure, and (d) the radious of a bronchial branch do not change
rapidly along its running direction. Lo et al. [11] introduced a method for extract-
ing bronchial regions from CT volume based on voxel classification approach. In
this method voxels of an input CT volume are classified into airway voxels or
others based on an airway appearance model. Then, false positives (FPs) are
removed by using the measure of vessel orientation similarity. We also propose a
novel method based on bronchial feature classification by developing features of
bronchial tube structure in order to cope with the second issue described above.
Our method focuses on development of new bronchial feature as a preceding step
of utilization of a statistical bronchial atlas such as an airway appearance model
Lo et al. used.

We explain our features and processing procedures in 2, conduct the experi-
ment in 3 and add discussion in 4.

2 Method

2.1 Overview

We utilize the following image features of bronchi that can be seen on CT images:
(1) low intensity in luminal area, (2) relatively higher intensity in the bronchial
wall region than that in luminal area, and (3) tube-like structure. Thus, we ex-
tract bronchial regions by classifying each voxel based on above features. In the
preprocessing step, we apply a LoG filter to an input CT volume to enhance
bronchial wall edges. Then, two types of tube enhancement filters are employed
to detect voxels showing bronchus-like structures. The first filter enhances vox-
els forming line structures based on the Hessian analysis [12]. The second filter
enhances voxels having bronchus-like intensity structure that (a) low intensity
lumen is surrounded by higher intensity wall and (b) a cross section of a bronchus

THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS
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along its running direction forms the circular shape. Then, we detect candidate
voxels of bronchus regions based on outputs of above two filters. Since the above
procedure extracts only voxels around center of bronchus regions, bronchus re-
gions are extracted by the postprocessing step that recovers bronchus regions.

2.2 Preprocessing

We apply a LoG filter of standard deviation ¢ to sharpen an input volume. Let
F and G be the input and output images. A LoG filter with ¢ is represented by
LoG,. Our sharpening operation can be expressed as

G =F —wLoG,(F), (1)

where w is a weight to control the effect of sharpening operation. Bronchial
walls, especially bronchial walls of thinner bronchial branches, are enhanced
with suppressing noise.

2.3 Line enhancement filter

We enhance luminal region of bronchi by performing the Hessian matrix analysis
method proposed in [12]. From eigenvalues of the Hessian matrix computed for
each voxel, A1, Ao and A3 (A1 < A2 < A3), a lineness measure S(l,i:e()\l,)\27)\3)
for scale oy, is calculated by

|/\3| -1/)(/\2;)\3) -w()\l; /\2) (/\3 > Ay > O) (2)
0

line
Sy A1, A2, Ag) = {

otherwise
where
G ez A>0)
Y(As, Ar) = {0 otherwise )
and
(14457 (=X >0)
0 otherwise

Sf,ife is calculated by changing scale o,. Output of each voxel p by this filter,
In(p), is the largest response at certain oj,. Figure 1 shows examples of out-
puts of the line enhancement filter with and without the preprocessing. Thinner
bronchial vessels are well enhanced by performing the preprocessing as shown
in the left figure. However, other structures are enhanced as well. We extract
bronchial candidate voxels satisfying I, (p) > 7). For an extracted voxel p, we
calculate the running direction ¢ and radius R of the bronchial branch to which
the voxel p belongs as the eigen vector e; corresponding to \; and 4o0},, respec-
tively.
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Fig. 1. Examples of line enhancement filter w and w/o LoG filter. (left) Result with
LoG filter, (middle) bronchus region manually inputted in red overlaid on a CT slice
and (right) result without LoG filter. Thinner bronchial vessels are well enhanced in
the left figure compared with the right figure, while other structures are enhanced as
well.

2.4 Tube extraction filter

To extract voxels having bronchus-like intensity structure (low intensity areas
are surrounded by higher intensity areas), we employ a radial reach filter (RRF)
[13]. RRF scans intensity profiles radially from a voxel of interest on a cross
section. If a voxel currently being checked does not satisfy given conditions in
the scan for a certain direction, we visit neighboring voxel along the direction.
This process is iterated until we encounter a voxel satisfying the conditions.
If the voxels found in all scans form a pre-defined shape (in our case, circular
shape), the pixel of interest is extracted.

We apply the RRF by changing the normal of a cross section for each can-
didate voxel extracted in 2.3. If a voxel p does not satisfy any of following four
conditions,

Condition (1) f(p) < 11,

Condition (2) f(sk) — f(p) > 12 (k=1,2,---,D),

Condition (3) More than Tp% of all scans satisfies the condition (2),
Condition (4) V[ix] < Tv,

the voxel p is removed from candidate voxel set. In these conditions f(p) is the
intensity at a voxel p. sk is the voxel satisfying the Condition (2) along a scan
direction di. The distance between sy and p is represented by l;. sk is then
represented as s = p + [dy, where dx = (cos¢,siny)?, ¢ = 2n(k —1)/D,
It < Lmaz, and D represents the number of scans. V[z] denotes the variance
of x. The Condition (1) checks whether f(p) is sufficiently low as the bronchial
lumen. The Conditions (2) and (3) decide whether p is surrounded by higher
intensity. Final Condition (4) checks whether higher intensity voxels surrounding
p forms the circular shape. The normal vector n of a cross section whose Vi)
is minimum is estimated as the running direction of a bronchus at p.
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2.5 Postprocessing

The candidate voxels obtained so far include many false positives. Thus, we
eliminate FPs as follows. First, we check whether two estimations of the running
direction of a bronchus, ¢ and n, are consistent by

n-cf

T,. (5)

[nlfllef —

If a candidate voxel does not hold above equation, the voxel is removed from
candidate voxel set. Then, a connected component whose number of voxels is
less than T, is removed as well. Since the bronchial candidates are detected
at only central parts of bronchial tube structure, we recover the thickness of
each tube based on estimated radius R. However, branching parts of thick tubes
cannot be recovered well. Such parts may not be detected as bronchial tube
structure because their shape on cross sections do not show circular one. Thus,
by unifying the roughly extracted region by the simple region growing method
[1] which extracts relatively thick branches up to subsegmental lobes at least
and the recovered region, the bronchial region is finally extracted.

3 Experiments

We applied the proposed method to eight cases of 3D chest CT images. Specifi-
cations of the CT images are; 512 x 512 pixels in a slice, 209 - 751 slices in an
image, 0.506 - 0.684 [mm] in pixel spacing, and 0.401-1.25 [mm] in slice spac-
ing, respectively. We evaluated the extraction results by comparing with ground
truth data which are generated manually by an author. The following three in-
dices were used for evaluation: (a) Branch Detectability (BD) : percentage of
the number of extracted branches out of bronchial branches manually detected,
(b) True Positives (TP) : Number of extracted voxels which were true bronchial
voxels, and (c) False Positives (FP) : Number of extracted voxels which were not
bronchial voxels actually.

Parameters used in the experiment are shown in Table 1. They were set ex-
perimentally by searching adequate values one by one. Here, parameters for the
tube extraction filter, Ts, Lyyq., Ty and Tp, were gradually changed according
to the estimated radius of a branch. Figures 2-4 and Table 2 show examples of
the extracted bronchial regions and evaluated results by BD and FP in compari-
son with the previous (adaptive branch tracing) method [3]. In Figs. 2-4, ground
truth data, TP and FP regions are shown in red, yellow and blue, respectively.
As shown in Table 2, the number of extracted branches and BD by the proposed
method are better than those by the adaptive branch tracing method, in patic-
ular, for Cases 7 and 8 which have a tumor inside the bronchial lumen. On the
other hand, the amount of FPs of the proposed method increased relatively than
that of the adaptive branch tracing method, though it reduced significantly in
cases 1 and 3.
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Table 1. Parameter setting used in the experiment.

o] 05 [w[05 (LoG(p)<0)| T | 250 [T.]0.9]7.] 500
[0.05 (LoG(p) > 0)
T:[-700 [HUJ[N| 8 D 72
R > 10[mm)| 400 [HU] R [mm] 2.0]  [100[%]
R>5[mm] ||Ta| 250 [HU]  |Limae|R [mm]|Tv|1.0/Tn|100[%]
R > 3[mm] 100 [HU] 5 [mm] 1.0 90[%)
otherwise 50 [HU] 5 [mm] 1.0 90[%)

Table 2. Comparison of results by the proposed and adaptive branch tracing (ABT)
[3] methods. The term "BD” indicates the branch detectability.

Case|Number of|[Number of|BD of| BD of ABT|FP of|[FP of ABT
branches |extracted |proposed method  [%]|proposed |method
branches method [%] |(Number ofjmethod [mm?)
extracted [mm?]
branches)
1 385 260 67.5 69.9 (269) 1093.4 4883.2
2 331 229 69.2 63.7 (211) 2274.0 1575.7
3 422 323 76.5 55.7 (235) 3569.0 6609.4
4 490 409 83.5 75.5 (370) 16477.9 9101.3
5 236 142 60.2 46.6 (110) 402.3 230.9
6 511 322 63.0 65.6 (335) 1089.2 1615.5
7 171 126 73.7 23.4 ( 40) 1678.2 650.1
8 548 322 58.8 40.9 (224) 2203.5 629.7
[ave | 386.8 266.6 68.9] 58.0(224.3)]  3598.4 3162.0

4 Discussion

As shown in Figs. 2 and 3, the proposed method can extract bronchial regions
beyond the interruption by a tumor. This is because our method detects candi-
date voxels which have bronchus-like intensity structure and select appropriate
candidates from them, instead of tracing the bronchial tree as in previous meth-
ods [1,3]. However, there are some FPs caused by other structure such as the
esophagus and areas under furcation parts of blood vessels, because these FPs
show partially similar intensity structure with the bronchial region. In particular
for areas under furcation parts of blood vessels, since their intensity is slightly
lower than lung parenchyma they seem to be surrounded by higher intensity
objects. As the side effect of the sharpning operation, this intensity structure is
emphasized as well. In Case 4, strong influence of the side effect causes large FPs.
To reduce FPs more, we should take tree structural constraints into account in
addition to our bronchus-like intensity structure measures. Utilization of a sta-
tistical bronchial altas will give good constraints on our method. Adoption of
algorithms based on global optimization such as a graph cut algorithm may also
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Interruption by a tumor

Fig. 2. Volume rendered results of the ground truth (left), the proposed method (mid-
dle) and the adaptive branch tracing method [3] (right) for Case 7. Yellow region
indicates TP while blue region shows FP. Though the bronchial lumen is interrupted
by a tumor indicated by arrow, the proposed method can extract the lumen regions
beyond the tumor.

improve the accuracy of the proposed method. Furthermore, extraction param-
eter tuning, e.g. by machine learning approach, is one of future works since it
also affects the accuracy of the proposed method.

5 Conclusions

This paper presented a method for extracting bronchial regions from 3D chest CT
images by voxel classification based on local intensity structure. The proposed
method detected candidate voxels which have bronchus-like intensity structure
and selected appropriate candidates from them, instead of tracing the bronchial
tree. The experimental results for eight cases of 3D chest CT images showed
that the accuracy of the proposed method improved by 10 % compared with
the adaptive branch tracing method, while FPs increased relatively. We also
confirmed that the proposed method could extract bronchial regions beyond the
interruption by a tumor.
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Interruption by a tumor

Fig. 3. Volume rendered results of the ground truth (left), the proposed method (mid-
dle) and the adaptive branch tracing method [3] (right) for Case 8. Yellow region
indicates TP while blue region shows FP. Though the bronchial lumen is also inter-
rupted by a tumor indicated by arrow, the proposed method can extract the lumen
regions beyond the tumor.
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Fig. 4. Volume rendered results of the ground truth (left), the proposed method (mid-
dle) and the adaptive branch tracing method [3] (right) for Case 4. Yellow region in-
dicates TP while blue region shows FP. The proposed method produced larger volume
of FP than the adaptive branch tracing method, although BD becames much better.
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Abstract. Segmentation of pathological lungs is a non-trivial prob-
lem. We present a new approach for the segmentation of lungs with
high-density pathologies like lung cancer. Our method consists of two
main processing steps. First, a novel robust active shape model match-
ing method is applied to roughly segment the outline of the lungs. Sec-
ond, an optimal surface finding approach is utilized to refine the initial
segmentation result. Left and right lungs are segmented separately. A
comparison to an independent reference on eleven abnormal (lung can-
cer) and nine normal test cases resulted in an average Dice coefficient of
0.9741 and 0.9758, respectively. Our algorithm was specifically designed
for general-purpose computation on graphics processing units (GPGPU)
and requires on average 116 seconds for segmenting a left or right lung.

1 Introduction

Many computer-aided lung image analysis methods require the segmentation of
lung tissue in an initial processing step. In the case of normal lungs imaged with
X-ray computed Tomography (CT), lung segmentation is a rather simple task
because of the large density difference between air-filled lung tissue and sur-
rounding tissues. Many algorithms can be found in the literature that deal with
the segmentation of normal lungs [1-5]. In the case of lungs with high density
pathology (e.g., cancer, pneumonia, etc.) as shown in Fig. 1(a), segmentation
becomes a non-trivial problem and conventional algorithms fail to deliver cor-
rect segmentation results (Fig. 1(b)). Pathological cases are frequently occurring
in clinical practice and constitute the crucial cases for computer-aided diagnosis
and treatment planning/monitoring.

There is scant literature about robust lung segmentation methods.
Sluimer et al. propose a segmentation by registration scheme in which scans of
normal lungs are elastically registered to a scan with pathology [6]. While deliver-
ing promising results, not all pathological cases could be handled successfully [6].
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Fig. 1. Lung segmentation. (a) Axial CT image showing normal right and patho-
logical (cancer) left lung tissue and (b) corresponding segmentation result gen-
erated with a standard lung segmentation method.

In addition, the authors also identified the need to reduce the time needed by the
registration algorithm from three hours to a clinically more acceptable process-
ing time [6]. To address this problem, a hybrid lung segmentation method was
presented in a recent publication [7]. The idea is to first use a fast conventional
lung segmentation algorithm followed by a segmentation error detection step. If
errors are detected, the more complex algorithm is utilized. An adaptive border
marching algorithm was presented in [8] to include juxtapleural nodules in lung
segmentations. Larger areas of under-segmentation were reported in hilar and
pulmonary consolidation regions [8]. A combination of a Bézier surface model
for the side walls of lungs and a conventional lung segmentation technique was
proposed in [9] to deal with lesions located at the lung border. An approach for
the robust segmentation of lung parenchyma based on the curvature of ribs was
presented in [10]. The method is based on an adaptive thresholding scheme and
utilizes a comparison of the curvature of the lung boundary to the curvature of
the ribs to select thresholds. Because lung pathologies like cancer can have den-
sity values similar to other tissues surrounding the lung, the method will likely
produce errors in such cases.

In this paper we present a new approach for the segmentation of lungs with
high-density lung disease (e.g., cancer, fibrosis, pneumonias, etc.) that addresses
limitations of existing methods like robustness or processing speed. Our approach
is based on a lung model and utilizes a novel robust model matching method. To
be suitable for routine application, the time required for lung segmentation must
be low. The model-based 3D segmentation of lungs is particular challenging,
because of the size of lungs and the amount of image data to be processed.
Our approach to robust lung segmentation addresses this issue—the algorithm
is specifically designed to take advantage of general-purpose computation on
graphics processing hardware, which reduces the execution time considerably.
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2 Methods

In the following Sections, we describe the individual processing steps of our
robust lung segmentation approach.

2.1 Lung Model Generation

To represent lung shapes, a model describing the mean shape and variation
around the mean was generated. For this purpose, n = 41 segmented normal
lung CT data sets imaged at total lung capacity (TLC) were used, and a set of
corresponding landmarks {s1,ss2,...,S,,} with m = 2562 were identified on all
lung shapes by means of minimum description length (MDL) approach [11]. Alln
landmark sets were aligned into a common coordinate frame by using procrustes
analysis, resulting in a mean shape vector X. For each learning shape, a shape
vector x; with ¢« = 1,2,...,m was generated by concatenating the coordinates:
Xi = [Ti1,Yils Zid, Ti2, Yi2y %2y - - s Tivms Yiom, Zim) - - A principal component
analysis (PCA) was applied to generate a point distribution model (PDM) [12].
The above outlined process was applied to left and right lungs, yielding indepen-
dent left and right lung PDMs. An instance of a left or right lung shape can be
generated from the corresponding PDM by the linear model: x = x+ Pb, where
P denotes the shape eigenvector matrix and b represents the shape coefficients.

2.2 Robust Active Shape Model Matching

a) Standard Matching Scheme The PDM described in the previous Section
can be used for lung segmentation by matching the model to the target struc-
ture. This could be accomplished by utilizing a standard active shape model
(ASM) matching framework [12]. First, an instance of the shape model (e.g.,
mean shape) is generated and placed in proximity to the target structure in
the image volume. Second, to match the model, shape points are updated by
searching from the current landmark position along a profile of length l45,s per-
pendicular to the model surface. To identify suitable update points y, we use the
following cost function ¢; = gmag,, and update point locations with n;-gair; <0
are ignored. ¢; represents the cost of the i-th column element, and the associated
sampled gradient magnitude, gradient direction, and normal vector are denoted
as Ymag,» Gdirs» and n, respectively. The gradient calculation is based on Gaus-
sian derivatives with a standard deviation of cgagys, and the calculation of g4,
and gmaqg is done for each voxel of the volume before the model matching is
started. These pre-calculated gradient values are then used to interpolate gra-
dient vectors during model matching. If a gradient value outside the volume is
required during model matching, a value closest to the boundary is utilized. In
case that no new update point can be found, the old position is used.

Once all shape points are updated, pose parameters are adjusted to map
the updated shape points to the mean model. For this purpose, a procrustes
alignment step is used to estimate transformation matrix T, which consists of
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scaling, rotation, and translation parameters, by minimizing (T[y] — )7 (T[y] —
X). Model parameters b are updated by using

b= P7(Tly] - %) . (1)

The outlined process is repeated until the model converges.

We are especially interested in the segmentation of pathological lungs that
contain areas of lung disease with high density (e.g., pneumonia, cancer, etc.).
Thus, it is very likely that some update points are found during the model
matching procedure that do not represent lung surface and belong to an area of
transition between normal and diseased lung tissue. Consequently, the standard
matching approach will fail, since it is a least squares optimization procedure
that is not suitable to handle outliers. Therefore, a robust shape model matching
approach is needed.

b) Robust Matching Approach The basic idea behind robust ASM match-
ing is to only use inlier components of y to update model parameters. In this
context, Rogers et al. investigated M-estimators and random sampling-based
robust parameter estimation techniques for 2D ASM matching [13]. It is well
known that the effectiveness of M-estimators strongly depends on the selection
of the weighting function and its parameters. Usually, this selection is not triv-
ial, and the optimal selection might change from case to case. Random sampling
techniques try to find a subset of inliers by evaluating a number of randomly
sampled subsets of update points. Such approaches work well, if the required
subset of inliers is quite small. In case of large ASM models, this strategy can
lead to suboptimal results, because a small set of inliers might not be representa-
tive enough to describe a complex lung shape (many landmark points), and thus
can negatively impact the matching result. For our application, it is desirable to
use as many inliers as possible for the model update.

In the following, we present a new robust ASM matching algorithm that
extends the standard matching approach (Section 2.2.a) by an outlier detection
step. For this purpose, we use a robust PCA coeflicient estimation scheme that
builds on the work of Storer et al. [14]. The method presented in [14] was designed
for robust image reconstruction and targets a pre-defined number of inliers. In
this paper, we propose a novel voting scheme that does not require to specify a
targeted number of inliers. Our method consists of two processing steps. First,
normal shape patterns of landmark subsets are learned. Second, these patterns
are then utilized during ASM matching to identify and reject outliers.

i) Offline learning  Corresponding landmark points of all learning shapes
are partitioned randomly into k shape subsets of approximately equal size.
This process is repeated [-times, resulting in a set of subsets: 2 = {w;;|i €
1,2,...,1, 7 € 1,2,...,k}. Note that corresponding landmark points of all n
learning data sets are always assigned to the same subset. Consequently, each
subset w; ; consists of n subset samples. For each subset w; ;, a mean shape
X, ,; is calculated by using procrustes analysis, and all shapes of the subset are
aligned. The subset shapes are then converted to shape vectors by concatenating
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their z-, y-, and z-components. By means of PCA, the corresponding eigenvec-
tors P, , are calculated. X, . and P, ; are stored and will be utilized for robust
ASM matching.

ii) Robust matching  To robustly match the model to image data, we must
identify outliers in the update point vector y in each iteration. This is accom-
plished by analyzing subset combinations of y and by utilizing a voting scheme.
Let y., ; represent the components of y that are corresponding to the land-
mark points that constitute subset w; ;. For each subset, a reconstruction error

Cuwiy = HTWi,j Yo ;] — |:>_{Wi,j + Pwi,jBWi,jj|
formation matrix that aligns y.,

‘ is calculated, where T, ; is a trans-

, to the corresponding mean X, ;. The vector
me- is derived from by, ; = wa_ [To,,[Yw,,] — Rw,,] by limiting the compo-
nents of the parameter vector by, ; to a value of £{-times the square-root of the
corresponding eigenvalue.

A large reconstruction error e, ; is an indication that subset w; ; is very
likely contaminated by one or more outliers. To identify the outliers, the re-
construction error e, ; is interpreted as a vote, which is casted for all update
points that are included in the subset y., . This voting process is carried out
for all subsets w; ; € {2. The casted votes are collected in a matrix V., of size
m X [, in which rows correspond to shape points in y. After all votes are casted,
V., is analyzed to detect outliers. First, to increase robustness, a rank order
statistics filter is applied to each row; the values are sorted, and the g-lowest
value is selected to represent the filter result. The filtering step reduces V.- to
a vector Ve = [U1,02,...,v,]T and helps to reject accidental occurring point
constellations that contain outliers, which are similar to constellations of inlier
points. Second, a threshold ¢ is derived from v, by analyzing the distribu-
tion of vector components v;: 6 = p + fo with g = medianiei,2,.. m{vi} and
o =/1/m>_", (v; — u)?, where (3 represents a constant. If needed, this step
can be replaced by a more advanced mean shift-based analysis step, similar to
the approach reported in [15]. Third, the threshold is applied to V... to yield a
selection vector: pse; = [p1, P2, ..., Pm]? with

1:v;, <6
n={oin s 2)

to discriminate between inliers (p; = 1) and outliers (p; = 0). Once the inliers
are identified, an update of the model parameter vector is calculated by utilizing
a modified version of Eq. 1 which takes pge; into account. An advantage of our
outlier detection algorithm is that it is well suited for parallel processing. For
example, we utilize a general-purpose computing on graphics processing units
(GPGPU) implementation.

For our application, we used the following parameters: [4gp; = 40 mm, k =
200, 1 =60, £ =2, g = 10, and g = 1.3. To update the robust ASM, a gradient
image was calculated based on Gaussian derivatives with a standard deviation of
oasy = 4. The maximum gradient position along the search profile was used to
calculate updates for shape points. The maximum number of iterations during
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model matching was set to 100, and model matching was stopped if the average
of the shape point movement was below 0.04 mm.

2.3 Model Constrained Optimal Surface Finding

Depending on the training data utilized for model building, the model might not
be able do describe smaller local shape variations. To capture this information,
we generate the final lung segmentation by applying a global optimal surface
finding method [16]. The algorithm transforms the segmentation problem into a
graph optimization problem, which is solved by means of a maximum-flow algo-
rithm [16]. Thus, an edge-weighted directed graph is built, and weights derived
from the volume are assigned to the graph edges to reflect local image proper-
ties. For this purpose, the final ASM mesh is utilized. Since the ASM vertices
are sparse, the mesh is restructured by adding triangles, before the graph is
built. For graph generation, columns along the surface normal of each vertex
(search profile) are generated. The length 7, of the profile is utilized to constrain
the segmentation to the proximity of the initial ASM segmentation. In addition,
a surface smoothness constraint A is incorporated into the graph as described
in [16]. For segmentation we use the following cost function:

) 9max if i gair; <0
@ ; ) (3)
9mazx — gmagi otherwise

where ¢; represents the cost of the i-th column element and g¢.,4, the maxi-
mum gradient magnitude of the volume. The gradient calculation is based on
Gaussian derivatives with a standard deviation of o4,. We utilize the optimal
surface finding in an iterative fashion, and the used sequence of values for o,
and A was {6.0,3.0,1.0,0.5} and {10, 8, 5, 2}, respectively. For the search profile,
I, = £10 voxel was selected.

3 Case Studies

To evaluate the performance of our method, 20 segmentations were performed
on 10 multidetector computed tomography (MDCT) scans (Fig. 2). For each
data set, left and right lungs were segmented, and either the left and/or right
lung contained diseased lung tissue with a significant higher density compared
to normal tissue. The image size varied from 512 x 512 x 458 to 512 x 512 x
572 voxel. The in-plane resolution of the images ranged from 0.580 x 0.580 to
0.809 x 0.809 mm and the slice thickness from 0.6 to 0.7 mm. To generate an
independent reference standard, a reference segmentation of left and right lungs
was generated by an expert for all 10 scans. This process took several hours per
case.

The initialization of the model was done manually by placing the correspond-
ing left or right mean shape model with a fixed size in the individual data sets.
For each method investigated in this paper, the same starting position and initial
shape was used.
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Fig. 2. Examples of lung data sets with high-density pathology that were utilized
for evaluation of our approach. From left to right and top to bottom: hdl01,
hdl03, hdl04, hdl07, and hdl10.

Fig. 3. Segmentation of an incomplete lung CT data set; the top portion was not
scanned. (a) Standard ASM. (b) Robust ASM. (¢) Combination of robust ASM
and optimal surface finding. Note that the standard and robust ASMs are not
aware of the spatial extent of the data set, because of the clamping of gradient
values to the boundary (Section 2.2.a). Surfaces outside of the data set were
clipped after the segmentation process was completed.
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Segmentation results obtained with a standard ASM, our robust ASM, and
the proposed approach (robust ASM and optimal surface finding (OSF) com-
bined) are summarized in Table 1. To quantify segmentation performance, the
Dice coefficient D(S, R) = 2(|SN R)/(|S| + |R|) was calculated, where S repre-
sents the segmentation and R the reference.

On average, 115 seconds and 116 seconds were required by our robust lung
segmentation method for right and left lung segmentation, respectively. The
average time required for the intrinsic robust ASM matching process was 24 sec-
onds. All computations were performed on a standard workstation equipped with
a NVIDIA Tesla C1060 Computing Processor.

To assess the robustness of our approach, we applied our method to a CT
data set where the top of the lung was not imaged (Fig. 3(b) and 3(c)). For com-
parison, the standard ASM result is depicted in Fig. 3(a). Figs. 1 and 4 allow us
to compare our segmentation approach with a clinically used lung segmentation
method.

4 Discussion and Conclusion

The experiments presented in Section 3 demonstrate the ability of our lung seg-
mentation method to successfully deal with high-density lung pathology (Fig. 4)
or other disturbances (Fig. 3). Our robust ASM matching clearly outperforms
the standard ASM approach (Table 1). Even on normal lungs, the standard ASM
delivers inferior performance. Pathologies like lung masses degrade matching per-
formance even further, as demonstrated by the results in Table 1. These results
are not surprising, because (standard) ASM matching is a least squares opti-
mization, which is sensitive to outliers. Since the model is only roughly placed
in proximity to the lung during initialization, all obstacles between model and
target structure can cause problems.

The optimal surface finding step after robust ASM segmentation allows us
to refine the robust ASM result. This step is needed, because our shape model
was built from only 41 data sets, and consequently, some local shape variations
cannot be explained by the model. In our final segmentation results, major devi-
ation from the reference were observed in regions where airways and pulmonary
vessels enter/leave the lung. Even for experts, it is hard to segment this area
consistently.

So far, we have tested our robust lung segmentation method on lung cancer
cases. In the future, we plan to significantly enlarge our training and test data
set to include instances of fibrosis, pneumonia, etc. Our approach is currently
limited to scans acquired at TLC. We plan to address this issue by developing a
4D lung model.

A method for the segmentation of lungs with high-density pathology was
presented and evaluated on lung cancer cases. The robustness of our approach
was demonstrated in 20 experiments, and a low segmentation error was achieved
in cases with and without high-density pathology. A core component of our

THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS



THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS -39-

Fig. 4. Robust lung segmentation. Example shown in Fig. 1(a) segmented with
the proposed robust lung segmentation approach.

method is a novel robust ASM matching approach that is well suitable for large
shape models and is general applicable.

Our method for robust lung segmentation opens up new avenues for computer-
aided lung image analysis. For example, segmentation of diseased lungs and seg-
mentation of the diseased tissue itself are related problems. Thus, we expect that
our method will be of significant benefit for the quantification of lung diseases.

Conflict of interest statement:  Eric Hoffman and Geoffrey McLennan are
founders and share holders of VIDA Diagnostics, a company which is commer-
cializing lung image analysis software.
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Abstract. Classification of different textures present in chest CT scans
of patients with pulmonary tuberculosis (TB) is of crucial importance
for the success of ongoing vaccine and drug testing trials. In this paper, a
new multi-classifier semi-supervised method (MCSS) is proposed that is
trained with a small set of labeled examples and improves classification
performance by sampling interesting samples from unlabeled scans based
on uncertainty among a pool of classifiers. The interesting samples are
added to the small labeled set with a label assigned by ’expert’ classifiers.
MCSS is applied to 20 scans of patients with proven TB for which a
reference standard was obtained by a consensus reading. Another set of
35 scans was used without manual labels. The performance of MCSS is
compared to conventional supervised classification and two other semi-
supervised methods and shown to outperform all other methods.

1 Introduction

Pulmonary tuberculosis (TB) is a major cause of morbidity and mortality world wide
with 9.4 million new cases and 1.8 million deaths reported in 2008 [1]. Computed
Tomography (CT) imaging is the most sensitive imaging technique for monitoring lung
disease and can be used both for detecting and evaluating the progression of TB. On
chest CT scans, TB presents as a wide variety of textural abnormalities. Quantifying
the extent of TB is hard and time consuming even for expert radiologists. In addition,
TB is most frequent in regions in the world where not many expert radiologists are
available. Therefore, the development of computer aided diagnosis systems for detecting
and quantifying TB is of crucial importance for the success of ongoing vaccine, drug
testing, and screening programs. Some research toward detection and quantification of
TB from chest radiographs has been performed, e.g. [2], however, no previous work on
automatic quantification of TB from chest CT scans is available.

The large amount of data, combined with the difficulty of obtaining expert anno-
tations, makes the problem of quantification of TB an excellent candidate for semi-
supervised learning approaches. Semi-supervised learning is a popular technique in
pattern recognition in which the performance of a classifier is improved by learning
from unlabeled data, next to labeled data. There are a plethora of semi-supervised
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methods available, an overview can be found in [3]. Two common paradigms are self-
training and co-training. In self-training, a classifier is first trained with a small amount
of labeled data. The trained classifier is then applied to the unlabeled data and the
samples for which the classifier is most confident about the label are added to the
labeled set. This process is iterated several times. A problem of self-training is that it
mainly enforces already known knowledge and errors in the classifier. Co-training [4]
requires the feature set to be divided into two sets that are conditionally independent.
Using these two feature sets, two classifiers are trained, and each classifier teaches the
other with unlabeled examples of which it is sure of the label. The assumption underly-
ing co-training that conditionally independent feature sets exist is a limiting factor for
many applications. Therefore, several studies have been performed applying so-called
multiview learning, in which multiple models are trained using the same set of labeled
data, e.g. [5, 6].

In this paper, a variation of multiview learning is proposed in which an active
learning based uncertainty sampling strategy to find interesting samples in the unla-
beled data to be added to the labeled set is used. Instead of the human experts used
in active learning, a set of three classifiers which can be regarded ’expert’ classifiers
are employed. The main contributions of this paper are the uncertainty based selection
method of unlabeled samples for semi-supervised learning and the application of semi-
supervised learning to a multi-class problem. A similar approach coined ’tri-training’
was proposed for two-class problems in [6]. In tri-training, three classifiers are trained.
If two classifiers agree on the label, the label is added to the training dataset of the
third classifier not taking into account the label or confidence of the third classifier.
A disadvantage of tri-training is that if the models in tri-training are not sufficiently
different, the method degenerates to single-classifier self-training.

Multi-classifier semi-supervised classification (MCSS) is applied to the classification
of TB patterns in 20 scans from 20 different patients enrolled in a vaccine-testing trial.
For all 20 scans manual annotations were obtained by a consensus reading of two expert
radiologists. Scans of 35 additional patients were used as unlabeled data. The results
of MCSS are compared to conventional supervised classification, multi-classifier self-
training, and multiview learning with majority voting in a cross-validation procedure.

2 Materials

In this paper, 55 scans from 55 different patients with smear positive TB were used.
All scans are low dose CT (30mAs at 120 kV), reconstructed to 512 x 512 matrices
with a pixel size of 0.7 x 0.7 mm and a slice spacing and slice thickness of 1 mm. As a
preprocessing step, the lungs in all scans were automatically segmented [7]. Next, the
lungs in all scans were automatically divided into small volumes of interest (VOIs) with
roughly similar texture [8], which was shown to outperform square regions of interest.
On average 4170 VOIs with an average volume of 1.2 ml per VOI were produced
per scan. For both the manual labeling and automatic method these volumes will be
classified instead of single voxels.

A team of expert radiologists predefined a set of five textures that can be found in
chest CT scans of patients with TB: normal lung, consolidations, nodules (cavitated
and non-cavitated), TB fibrosis, and (small) airway disease. Examples of each texture
class are shown in Figure 1. It can be appreciated that especially in the classes nodules
and airway disease there is some variation in the appearance of the lung parenchyma.
For 20 out of the 55 scans, manual annotations were obtained by a consensus reading

THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS



THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS -43-

Fig. 1. Example patches of the different texture categories used. The first two images
in the top row show examples of nodules (NOD), the second two images show normal
lung regions (NL), the last image shows a consolidation (CONS). In the bottom row,
the first two images show TB fibrosis (TBF), the second two images are examples of
airway disease (AIR), an finally the last image is another example of a consolidation.
It can be appreciated that even within the classes textures vary.

as follows: first, one expert radiologist annotated all 20 scans. Next, the second expert
radiologist joined and together they went over all annotated regions. In case of doubt
a consensus reading was performed. Since annotating is very time consuming and not
all patterns occur in each scan, the radiologists were instructed to freely annotate in
each scan classical examples of the available textures. Counters of the lung volume
annotated were shown to the radiologist. In total, the first radiologist spent 8.5 hours
annotating the scans. Consensus reading took another 3 hours. In total 2148 volumes
were annotated after consensus reading. The division of the labeled VOIs over the
different texture classes was: normal lung 423, consolidations 19, nodules 362, TB
fibrosis 304, and airway disease 1040.

3 Methods

All supervised methods consist of a training phase, in which the classifier is trained,
and a test phase in which the trained classifier is applied to test data. The difference
between the different methods described in this section is the training phases, the
outputs of all systems is a trained classifier, which is applied to test data to label each
VOI in the test scans.

This section consists of four parts. First, the features and classifiers used for all
methods are provided. In the second part, a conventional supervised texture classifi-
cation system is described followed by a description of the proposed multi-classifier
semi-supervised classification method in the third part. Finally, the semi-supervised
methods implemented for comparison are briefly introduced.

Features and classifiers For each VOI, the first four statistical moments (kur-
tosis, skew, mean, standard deviation) of a set of 14 features on four scales were
used, resulting in 224 features in total. The image features used were the output of
Gaussian filters up to and including second order derivatives (L, Ly, Ly, L., Lz,
Loy, Loz, Lyy, Ly, L..),the gradient (L;), and the eigenvalues of the Hessian matrix
(JAo] = |A1] = |Az2]). All features were calculated on scales 1, 2, 4, and 8. Classification
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Fig. 2. Flowchart of multi-classifier semi-supervised (MCSS) segmentation. Steps in-
dicated in gray are the steps performed during conventional supervised classification.

was preceded by a principal component analysis (PCA) retaining 95% of variance for
the purpose of dimensionality reduction.

For training purposes, the initial labeled set was randomly sub sampled to contain
equal class sizes for all 5 classes. However, since for one class, consolidations, the
number of samples is substantially lower than for the others, this class is not taken
into account during subsampling. As a result, all classes contain 304 labeled examples
except consolidations, which contains 19 labeled examples. All 2148 labeled VOIs will
be used for evaluation in a leave-one-patient-out cross validation procedure.

For conventional supervised texture classification a support vector machine (SVM)
classifier with radial basis kernel functions was used as a classifier. The settings of
the SVM were determined on the initial labeled set using cross validation [9]. For
MCSS and other semi-supervised methods a linear discriminant classifier (LDC) and
k-NN classifier (KNN) with k equal to 7 were added to the pool of classifiers. The
final classifier after all semi-supervised methods is the SVM trained with the extended
labeled set.

Conventional supervised texture classification (CVS) In the training phase
of CVS, the set of features is computed for all VOIs which have been labeled. Based on
the features and the known output labels, the SVM classifier is trained to be able to
assign a label to previously unseen VOlIs. In the flowchart in Figure 2 the steps to train
a classifier in a conventional supervised texture classification system are indicated in
gray.

For a test scan, the feature vector is calculated for each VOI and the trained SVM
classifier assigns a label to each feature vector.

Multi-classifier semi-supervised texture classification (MCSS) The goal
of semi-supervised classification is to extend the initial labeled set using unlabeled ex-
amples to increase classifier performance. A flowchart of the proposed semi-supervised
method is provided in Figure 2. Globally, the procedure of MCSS is as follows: given
a set of labeled VOIs, L, and a set of unlabeled VOIs, U, a pool of n classifiers
Ci, i=1,...,nis trained using L. The trained classifiers C; are applied to all samples
sy, of U. Inspecting the posterior probabilities p of each C; for each s, ‘interesting’ s,,
are identified that should be removed from U and added to L with the label assigned
by the pool of classifiers. This process is iterated until a stopping criterion S is reached.
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When S is reached, the extended labeled set L is used to train a final classifier. The
key point of this scheme is the identification of ‘interesting’ samples in the unlabeled
data.

We propose to use a paradigm that is used in active learning to identify interesting
samples: if there is uncertainty about the label of a sample, this is an informative
sample and an expert opinion should be obtained. In MCSS we view the set of classifiers
used as individual experts. Uncertainty is defined in two ways: if one of the classifiers
is unsure about the label to assign but the other classifiers agree on the label with
high confidence, the sample is added to the labeled set with the label of the agreeing
classifiers. Or secondly, uncertainty about the label exists if two classifiers agree with
a high confidence on the label of a sample but the third classifier is confident about
another label. In this case the sample is added to the labeled set with the label of
the agreeing classifiers. The labeled example is added to the training dataset of all
classifiers, which leads to a combination of majority voting (all but one classifiers agree
with high confidence) and uncertainty sampling (only if the remaining classifier is
unsure or disagrees on the label). The rationale behind this approach is twofold. First,
samples for which uncertainty exist are the most informative since they change the
classifier as opposed to samples for which all classifiers agree. And second, the high
agreement between the two ’expert’ classifiers makes it more likely that they made
the right decision. MCSS is implemented by setting three parameters: the posterior
probability p at which a classifier is confident, p > p., and the posterior probabilities
between which a classifier is unsure of its label, p,; < p < pun. For classification of TB
textures, p. was set to 0.6 and p,; and p,;, were set to 0.2 and 0.5, respectively.

Once all unlabeled samples have been processed, the classifiers are retrained with
the extended labeled set and the process is iterated. Due to the unbalanced appearance
of the different structures in the data, a pruning step is performed in each iteration of
MCSS; the classes are pruned to be of equal size, the size being the size of the one but
smallest class. Since all classifiers used are provided new examples, they are refined in
each iteration and therefore different results will be obtained after each iteration. It is
important to note that the classifiers used in this scheme should be diverse since if their
labeling of unlabeled samples is identical, no interesting features can be identified. The
final parameter to be set is a stopping criterion S for iterating this process. In this
paper, S was set to no more interesting samples being identified for at least 2 of the
classes. As a final classifier, any of the classifiers used can be trained or a combination
of them can be used. In this paper the SVM classifier trained with the final extended
labeled set is used as a final classifier.

It is obvious that if the class label assigned by the agreeing classifiers is correct, the
training data is augmented with a sample with a valid label. Otherwise, a noisy label
will be added to the training dataset. In [6] it is shown that if the amount of newly
added examples is sufficient, the increase in classification noise can be compensated
for.

Semi-supervised methods implemented for comparison For comparison,
two other semi-supervised classification methods were implemented: multi-classifier
self training (MCST) in which a label is added when all classifiers agree with high
confidence, and multiview majority voting (MMV), in which a label is added if at least
two classifiers agree with high confidence. For MCST and MMV the same p. as for
MCSS was used.
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Fig. 3. Example output of MCSS and the ground truth for several slices of different
scans. For each group of 3 slices, the left slice is the original slice, the middle slice is the
output of MCSS, and the last slice shows the ground truth. Two wrong assignments
can be seen in these examples: the top left example shows a VOI that was labeled
as normal lung by MCSS and as airway disease by the observers. The left images in

the bottom row show an example of fibrosis mislabeled as lesion, which is the most
common mistake of MCSS.

All experiments were performed in a leave-one-patient out cross validation proce-
dure. On average, MCSS performed 5 iterations, adding 6024 samples to the labeled set
in total. 1477 samples were added with the label nodules, 50 samples were added to the
consolidations class, and 1499 labels were added to the other three classes. The equal
number for the last three classes is due to the pruning that is performed after each
iteration. To show the validity of the classifiers used as experts during semi-supervised
learning, we calculated their accuracy on the initial labeled set for those labels for
which p > p.. The LDC classifies 93% of the samples with p > p. with an accuracy of
0.83. For the KNN classifier 66% of the samples has p > p. with an overall accuracy
of 0.81, the SVM classifier classifies 88% of the samples with p > p. with an accuracy
of 0.85.

Figure 3 shows for several scans an original slice, the result of MCSS, and the
manual labeling. Table 1 provides the confusion matrices for CVS, MCSS, MCST,
and MMYV. The accuracies for the different classes are provided next to the confusion
matrix, both in total and per class. Next to overall improvement in performance, it can
be seen that especially classes with a low accuracy (consolidations and TB fibrosis) in
the CVS get boosted when applying MCSS. In addition, MCSS performs better than
the other semi-supervised methods, not only in total but also for every class separately;
there is no class for which one of the other methods performs better.
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Table 1. Confusion matrices and accuracies for CVS, MCSS, MCST, and MMV. The
rows depict the ground truth, columns the output of the automatic methods.

CVS acc MCSS acc

N C N F A |0.816)|N C N F A ]0.863

NL 405 0 0 4 14 ]0.957|]418 0 0 0 5 0.988
= CONS|0 11 7 0 1 0.579(|0 17 2 0 0 0.895
) NOD |5 2 270 75 10 |0.746|(3 0 302 54 3 0.834
TBF |8 0 87 185 24 ]0.609(2 0 51 235 16 |0.773
AIR |74 O 32 51 883 |0.849||70 O 42 45 883 |0.849
MCST acc MMV acc

N C N F A |0.831|N C N F A ]0.837

NL 409 0 0 1 13 10.967|]416 O 0 1 6 0.983
- CONS|0 15 3 0 1 0.789(|0 17 2 0 0 0.895
p NOD |6 0 282 65 9 0.779(/4 0 275 73 10 ]0.760
TBF |8 0 59 214 23 ]0.704(|11 O 58 214 21 |0.701
AIR (99 O 29 47 865 ]0.831||I88 0 30 44 878 |0.844

5 Conclusion & Discussion

This paper presents a multi-classifier semi-supervised approach (MCSS) for classifi-
cation of TB textures on chest CT scans. The problem of TB classification is highly
appropriate for a semi-supervised approach due to the difficulty of obtaining manual an-
notations. The main contribution of this paper is the selection of interesting unlabeled
samples to add to the labeled set based on uncertainty sampling. The proposed method
performs well for the task of classification of TB textures and outperforms conventional
supervised classification as well as other well-known semi-supervised methods. The pro-
posed method of identifying interesting samples from unlabeled data is especially fit
for multi-class problems since classifiers are more often unsure in these cases.

A limitation of this study is the relatively small number of scans that were manually
annotated. In addition, due to the difficulty of the task, the the observers only indicated
classical examples of the different textures. This potentially makes the classification
task easier and boosts the performance of the automatic classification. To improve the
manual annotations for future work, an active learning step will be introduced in which
observers are asked to annotate VOIs for which the classifier is unsure.

Several parameters have to be set in MCSS. The influence of the setting of these
parameters has not been studied in this paper. In general, the higher p., the less samples
will be added to the labeled data but the more confident the classifiers are about the
assigned label. For the application of TB classification setting p. above 0.90 leads to
only sampling normal VOIs from the unlabeled data. The setting of p,; and pyn in
this paper were based on the fact that a five class classification task was performed;
a posterior probability between 0.2 and 0.5 in a five class problem indicates that the
posterior probabilities are relatively spread over at least 3 classes.

For any semi-supervised method it is important that the samples added to the
labeled set have correct labels. Since it is unavoidable that also samples with incorrect
labels are added to the labeled set, it is important to have a large pool of unlabeled data.
In this paper a set of 35 unlabeled scans was used. Due to the variation in appearance
of the abnormalities and the difference in their prior probability (e.g. consolidations vs.
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airway disease) future work includes extending the set of unlabeled scans used during
MCSS.

To conclude, a multi-classifier semi-supervised classification method was presented
that was applied to the classification of TB texture patterns. The proposed method
was shown to be able to increase classification performance compared to conventional
supervised classification by adding unlabeled samples to the labeled dataset and out-
perform other semi-supervised methods implemented for comparison.

References

1. World Health Organization: WHO Report 2009: Global tuberculosis control, Epi-
demiology, Strategy, financing (2009)

2. Arzhaeva, Y., Hogeweg, L., de Jong, P., Viergever, M., van Ginneken, B.: Global and
local multi-valued dissimilarity-based classification: application to computer-aided
detection of tuberculosis. In: Medical Image Computing and Computer-Assisted
Intervention. Volume 5762 of Lecture Notes in Computer Science. (2009) 724-731

3. Chapelle, O., Scholkopf, B., Zien, A., eds.: Semi-Supervised Learning. MIT Press,
Cambridge, MA (2006)

4. Blum, A.; Mitchell, T.: Combining labeled and unlabeled data with co-training. In:
Proceedings of the eleventh annual conference on Computational learning theory.
(1998) 92-100

5. Zhou, Y., Goldman, S.: Democratic co-learning. In: Proceedings of the 16th IEEE
International Conference on Tools with Artificial Intelligence. (2004) 594-602

6. Zhou, Z.H., Li-Yueh, M.: Tri-Training: Explointing unlabeled data using three clas-
sifiers. IEEE Transactions on Knowledge and Data Engineering 17(11) (2005) 1529—
1541

7. van Rikxoort, E.M., de Hoop, B., Viergever, M.A., Prokop, M., van Ginneken, B.:
Automatic lung segmentation from thoracic computed tomography scans using a
hybrid approach with error detection. Medical Physics 36(7) (2009) 2934-2947

8. Kockelkorn, T.T.J.P., de Jong, P.A., Gietema, H.A., Grutters, J.C., Prokop, M., van
Ginneken, B.: Interactive annotation of textures in thoracic CT scans. In: SPIE
Medical Imaging. Volume 7624. (2010) 76240X1-76240X8

9. Chang, C., Lin, C.: LIBSVM: a library for support vector machines (2001) Software
available at http://www.csie.ntu.edu.tw/~cjlin/libsvm.



THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS -49-

Comparison of Intensity- and Jacobian-Based
Estimates of Lung Regional Ventilation

Kai Ding', Kunlin Cao?, Ryan E. Amelon', Gary E. Christensen?
Madhavan L. Raghavan', and Joseph M. Reinhardt!'*

! Department of Biomedical Engineering
2 Department of Electrical and Computer Engineering
The University of lowa, lowa City, IA 52242

{kai-ding, kunlin-cao, ryan-amelon, gary-christensen
ml-raghavan ,joe-reinhardt}@uiowa.edu

Abstract. Regional ventilation is the measurement of pulmonary func-
tion on a local, or regional level. The measurement of pulmonary function
may be useful as a planning tool during radiation therapy (RT) plan-
ning, may be useful for tracking the progression of toxicity to nearby
normal tissue during RT and can be used to evaluate the effectiveness of
a treatment post-therapy. In this paper, we show that an intensity-based
regional ventilation measure can be derived from a Jacobian-based mea-
sure by relaxing the assumption that there is no tissue volume change.
We compare intensity-based and Jacobian-based measures of regional
ventilation to xenon-CT (Xe-CT) measures of specific ventilation. The
results show that the Jacobian-based measure correlates better (average
r? = 0.80) with Xe-CT-based measures of specific ventilation than the
intensity-based measure (average > = 0.54). The difference between the
intensity-based measure and the Jacobian-based measure of regional ven-
tilation is linearly related to the tissue volume difference between scans
(average r* = 0.86).

1 Introduction

Regional ventilation is the term used to characterize the volume of air per unit
time that enters or exits the lung on a local, or regional, level. Since the pri-
mary function of the lung is gas exchange, ventilation can be interpreted as an
index of lung function. Injury and disease processes can alter lung function on a
global and/or a local level. Recent advances in multi-detector-row CT (MDCT),
4DCT respiratory gating methods, and image processing techniques enable us to
study pulmonary function at the regional level with high resolution anatomical
information compared to other methods. MDCT can be used to acquire multi-
ple static breath-hold CT images of the lung taken at different lung volumes,
or 4DCT images of the lung reconstructed at different respiratory phases with
proper respiratory control. Image registration can be applied to this data to

* J. M. Reinhardt is shareholder in VIDA Diagnostics, Inc.
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estimate a deformation field that transforms the lung from one volume config-
uration to the other. This deformation field can be analyzed to estimate local
lung tissue expansion, calculate voxel-by-voxel intensity change, ventilation, and
make biomechanical measurements [1-5].

An important emerging application of these methods is the detection of pul-
monary function change in subjects undergoing radiation therapy (RT) for lung
cancer. During RT, treatment is commonly limited to sub-therapeutic doses due
to unintended toxicity to normal lung tissue. Reducing the frequency of occur-
rence and magnitude of normal lung function loss may benefit from treatment
plans that incorporate relationships between regional and functional based lung
information and the radiation dose. Measurement of pulmonary function may
be useful as a planning tool during RT planning, may be useful for tracking the
progression of toxicity to nearby normal tissue during RT, and can be used to
evaluate the effectiveness of a treatment post-therapy [6, 7).

The physiologic significance of the registration-based measures of respiratory
function can be established by comparing to more conventional measurements,
such as nuclear medicine or contrast wash-in/wash-out studies with CT or MR.
Xenon-enhanced CT (Xe-CT) measures regional ventilation by observing the
gas wash-in and wash-out rate on serial CT images [8]. Xe-CT imaging has the
advantage of high temporal resolution and anatomical information. Although
it comes along with limited axial coverage, it can be used to compare with
registration-based measures of regional lung function in animal studies for vali-
dation purpose.

This paper describes two measures to estimate regional ventilation from im-
age registration of CT images: the intensity based and the Jacobian based mea-
sures. We show that the intensity based regional ventilation measure can be
derived from Jacobian based measure by making the assumption that there is
no tissue volume change. They are evaluated by comparison with Xe-CT esti-
mated ventilation. These results may provide insight into which measures may
best estimate regional ventilation using image registration of respiratory-gated
CT images.

2 Material and methods

2.1 Data Acquisition

Three sheep were anesthetized and mechanically ventilated during experiments.
The 4DCT images were acquired with the animals in the supine position using
the dynamic imaging protocol and images were reconstructed retrospectively.
The 0% (EE) and 100% (EI) inspiration phases were used for ventilation mea-
surements. Twelve contiguous axial locations and approximately 45 breaths for
the Xe-CT studies were selected from the whole lung volumetric scan performed
near end-expiration (EEg to EE44). The animal was not moved between scans.
The respiratory rate (RR) for three animals ranges from 15 to 18 breaths per
minute. Both the 4DCT and the Xe-CT images were reconstructed using a ma-
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trix of 512 by 512 pixels. The in-plane pixel spacing is approximately 0.5 mm x
0.5 mm.

2.2 Image Registration

The tissue volume and vesselness measure preserving nonrigid registration (TVP)
algorithm is used to estimate transforms EI to EE and EEq to EE. The algo-
rithm minimizes the sum of squared tissue volume difference (SSTVD) [9] and
vesselness measure difference (SSVMD), utilizing the rich image intensity infor-
mation and natural anatomic landmarks provided by the vessels. This method
has been shown to be effective at registering across lung CT images with high
accuracy [10, 11].

Let I and I5 represent two 3D image volumes to be registered. The vector
x defines the voxel coordinate within an image. The algorithm find the optimal
transformation h that maps the template image I; to the target image I by
minimizing the cost function

CroraL = p/ﬂ [Va(x) — Vi(h(x))]* dx + x/ﬂ [Fy(x) — Fi(h(x))]?dx. (1)

where (2 is the union domain of the images I3 and I5. The first integral of the
cost function defines the SSTVD cost and the second integral of the cost function
defines the SSVMD cost.

The SSTVD cost assumes that the measured Hounsfield units (HU) in the
lung CT images is a function of tissue and air content. Following the findings by
Hoffman et. al [12], from the CT value of a given voxel, the tissue volume can
be estimated as

I(X) — HU(”;T

V(X) - V(X) HUtissue - HUair

= v(x)B(1(x)), (2)
and the air volume can be estimated as

HUtissue - I(x) _
HUtissue — HUair - V(X)Q(I(X))a (3)

V'(x) = v(x)

where v(x) denotes the volume of voxel x and I(x) is the intensity of a voxel at

position x. HUg; and HUy;ssye refer to the intensity of air and tissue, respec-

tively. In this work, we assume that air is -1000 HU and tissue is 0 HU. a(I(x))

and B(I(x)) are introduced for notational simplicity, and «(I(x)) + B(I(x)) = 1.
Given (2), we can then define the SSTVD cost:

CssTvp = /Q [v2(x)B(12(x)) — v1(h(x))B(11 (h(x)))]” dx (4)

With the warping function h(x), I;(h(x)) can be interpolated from the tem-
plate image. v (h(x)) can be calculated from the Jacobian J(x) of the deforma-
tion as v1(h(x)) = J(x)ra(x).



-52-

Volume o Volume o,

h
/\

A 7

Template Target

Fig. 1. Example of a given voxel under deformation h(x) from template image
to target image. V7 and V4 are tissue volumes. V{ and V3 are air volumes.

Figure 1 shows an example of a given cube under deformation h from tem-
plate image to target image. The total cube volumes are v; and v5. The total
cube volume can be decomposed into the tissue volume and air volume based on
their individual intensity. The small white volume inside the cube represents the
tissue volume Vi and V5. The air volume is represented by V{ and VJ in blue.
As the ratio of air to tissue decreases, the CT intensity of a voxel increases. The
intensities of the cubes in the template image and the target image are I; and
I> and are a function of the ratio of air to tissue content of the cube.

As the blood vessels branch to small diameters, the raw grayscale information
from vessel voxels provide almost no contribution to guide the intensity-based
registration. To better utilize the information of blood vessel locations, we use
the vesselness measure (VM) based on the eigenvalues of the Hessian matrix of
image intensity. Frangi’s vesselness function [13] is defined as

R2 —R% _ 82
FA)={ (I—e2)-e2® - (1—e »7)if Ay <Oand A3 <0 (5)
0 otherwise

with |)\‘ |)\|
Ra= 2 Rp=-—21_  §=/A2+)2+)2 6
A= B S VAT A+ A3 (6)

where R4 distinguishes between plate-like and tubular structures, Rp accounts
for the deviation from a blob-like structure, and S differentiates between tubular
structure and noise. «;, 3, v control the sensitivity of the vesselness measure. The
vesselness measure is rescaled to [0, 1] and can be considered as a probability-like
estimate of vesselness features. For this study, o = 0.5, 3 = 0.5, and v = 5. The
transformation h(x) is a cubic B-splines transform. Note that the Jacobian value
must be positive here, which can be achieved by using displacement constraints
on the control nodes [14]. The total cost in equation 1 is optimized using a
limited-memory, quasi-Newton minimization method with bounds (L-BFGS-B)
algorithm.
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2.3 Regional Ventilation Measures from Image Registration

After we obtain the optimal warping function, we can calculate the regional
ventilation, which is equal to the difference in local air volume change per unit
time. Therefore, the specific ventilation (SV) is equal to specific air volume
change per unit time.

Specific air volume change by corrected Jacobian (SACJ): Applying the same
assumptions (2) and (3) used in the SSTVD cost function, we have

Vi(h(x)) - V3(x)

SACJ = (7)

(®)

Given a warping function h(x), I;(h(x)) can be interpolated from the tem-
plate image. 11 (h(x)) can be calculated from the Jacobian J(x) of the defor-
mation as vi(h(x)) = J(x)r2(x). Therefore, the specific air volume change is
then

5403 = s 2N, .
HUtissue - Il(h(x))

- J(X) HUtissue - 12 (X) -1 (10>
:J@ﬂﬁ?ﬁ”_1. (11)

11 (h(x))
Iz(x)

The correction factor above depends on the voxel intensity.

Specific air volume change by intensity (SAI): The intensity based measure of
regional air volume change SAI can be derived from the SACJ. Now we intro-
duce another assumption that the tissue volume is preserved, or equivalently,
that the tissue volume difference AV (x) = Vj(h(x)) — Va(x) = 0. Under this
assumption,Vj (h(x)) = Va(x) and we have

v1(h(x))5(1 (h(x))) = va(x) 5L (x)), (12)
and
i B(9)

V0 =12 B ) "

Since vy (h(x)) = J(x)r2(x), with above equation, we have

_ Bx(x))

769 = 50, () .
IQ(X) —HU,M‘T (15)

" L(h(x)) — HUqiy
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Substituting the above equation into equation 10 with assumption that air is
-1000 HU and tissue is 0 HU, then

SAIL = 1000~ L1(hx)) — Bo(x) (16)

»(x) (11 (h(x)) + 1000)

which is exactly the equation as described in Simon [15], Guerrero et al. [1] and
Fuld et al. [16].

Difference of specific air volume change (DSA) and difference of tissue volume
(DT): To investigate the relationship between the measurements of specific air
volume changes and the tissue volume change, we also measure the difference
between equation (11) and equation (16) by comparing the difference of specific
air volume change (DSA) between SACJ and SAI, and the difference of tissue
volume (DT) as:

DSA = SACJ — SAI (17)

DT = Vi(h(x)) — Va(x) (18)
= J(x)r2(x)B(11(h(x))) — v2(x)B(12(x)) (19)
() J(x)(L1 (h(x)) + 1000) — (Zz(x) + 1000) 1)

1000
In this study, the absolute values of DT and DSA are used in analysis.

2.4 Compare Registration Regional Ventilation Measures to Xe-CT
Estimated Ventilation

The Xe-CT estimate of SV is computed in the coordinates of the EE( using
Pulmonary Analysis Software Suite 11.0 (PASS) [17] at the original image size
of 0.5 mm x 0.5 mm x 2.4 mm voxels. Overlapping 1 x 8 regions of interest
(ROI) are defined in the lung region on each 2D slice. All the images including
the EE, EI, EEy and SV map are then resampled to a voxel size of 1 mm x
1 mm x 1 mm. After preprocessing, EI is registered to EE using the TVP for
measuring the regional ventilation from these two phases in a 4DCT scan. The
resulting transformation is used to estimate the SACJ and SAI. Then EEq is
registered to EE using TVP as well to map the SV to the same coordinate
system as that of the SACJ and SAI. A semi-automatic landmark system is
used for landmark detection and annotation [18]. For each animal, after 200
anatomic landmarks are identified in the EE, the observer marks the locations
of the voxels corresponding to the anatomic locations of the landmarks in the EI.
For each landmark, the actual landmark position is compared to the registration-
derived estimate of landmark position and the error is calculated. To compare
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the regional ventilation measures, the corresponding region of Xe-CT image EEg
in the EE is divided into about 100 cubes with size of 20 mm x 20 mm x 20
mm. We compare the average regional ventilation measures (SACJ and SAI)
to the corresponding average SV measurement from Xe-CT images within each
cube. The correlation coefficients between any two estimates (SACJ-SV or SAI-
SV) are calculated by linear regression. To compare two correlation coefficients,
the Fisher Z-transform of the r values is used and the level of significance is
determined [19]. The relationship between the specific air volume change and
difference of tissue volume is also studied in three animals by linear regression
analysis.

3 Results

3.1 Registration Accuracy

Approximately 200 automatic identified landmarks within the lungs are used to
compute the registration accuracy. The landmarks are uniformly distributed in
the lung regions. Figure 2 shows an example of the distribution of the landmarks
in on animal for both the EE and EI images. The coordinate of each landmark
location is recorded for each image data set before and after registration. For
all three animals, before registration, the average landmark distance is 6.6 mm
with minimun 1.0 mm, maximum 14.6 mm and stand deviation 2.42 mm. After
registration, the average landmark distance is 0.4 mm with minimum 0.1 mm,
maximum 1.6 mm and stand deviation 0.29 mm.

Fig. 2. 3D view of the landmarks in: (a) EE with EEy and (b) EI. The dark
region below the carina in (a) is the EEq and the spheres are the automatically
defined landmarks.
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3.2 Registration Estimated Ventilation Compared to Xe-CT
Estimated Ventilation

Figure 3(a) shows an example of the color-coded cubes of the regions where we
average the registration estimated ventilation measures and the Xe-CT estimated
SV and compare them. For each animal, the corresponding Xe-CT regions in the
EE are divided into about 100 cubes. Figure 3(b) is the Xe-CT estimate of SV.
Figure 3(c), (d) are the corresponding registration ventilation measures SACJ
amd SAT. The regions with edema are excluded from the comparison. Figure 3(b)
to (d) all show noticeable similar gradient in the ventral-dorsal direction. Notice
that the color scales are different in each map and are set according to their
ranges in Fig. 4.

Figure 4 shows the scatter plots between the registration ventilation mea-
sures and the Xe-CT ventilation SV with linear regression in all three animals.
The SACJ column shows the stronger correlation (average r? = 0.80) than The
intensity based measure SAI (average r? = 0.54) with the SV.

Table 1 shows the results of comparing the r values from SACJ vs. SV and
SAI vs. SV. All three animals show that the correlation coefficient from SACJ
vs. SV is significantly stronger than it from SAI vs. SV.

Figure 5 shows the scatter plots between DSA (the absolute difference of the
value between the SACJ and SAI) and the DT (the absolute difference of the
tissue volume) with linear regression in all three animals (average 72 = 0.86).
From the equation (11) and (16), we know that the SAI takes the assumption
about no tissue volume change for a given voxel between the two volumes which
may not be valid. Figure 5 shows that as the tissue volume change increases,
the difference between the measures of regional ventilation from SACJ and SAI
increases linearly in all animals.

Table 1. Comparison of ventilation measures between SACJ and SAT in small
cube ROIs with size 20 mm x 20 mm x 20 mm

Animal Correlation pair Correlation with SV Number of  p value

(with SV) (r value) samples
A SACJ 0.88 83 p<= 0.0001
SAI 0.65
B SACJ 0.93 119  p<=1.18¢6
SAI 0.77
C SACJ 0.89 86 p<=0.015
SAI 0.78

4 Discussion

We have described two measures to estimate regional ventilation from tissue
volume and vesselness preserving image registration of CT images. The validity
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Fig. 3. (a): EE with color coded cubes showing the sample region. (b), (c), and
(d): color map of the SV, SACJ and SAL

and comparison of different measures for estimates of regional ventilation are
evaluated by Xe-CT estimated ventilation. Individual regional ventilation mea-
sures are compared to Xe-CT estimates of ventilation by transforming them to
the same coordinate system. The difference between two registration measures
and their relationship with the tissue volume difference is analyzed using linear
regression.

The tissue volume and vesselness preserving algorithm is used to register the
EI to the EE for estimating ventilation measures. It is also used to register the
EEj to the EE for comparing two ventilation measures to the Xe-CT based SV.
About 200 anatomical landmarks are identified and annotated to evaluate the
registration accuracy. The average landmark error is on the order of 1 mm after
registration.

The ventilation measures SACJ and SAI are derived and the relationship
between them is described. The SACJ is is based on the voxel air-tissue fraction
theory of HU. With further assumption about no change in the tissue volume
between the corresponding voxels in the template and target images, SAI can be
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Fig. 4. Small cube ROIs with size 20 mm x 20 mm x 20 mm results for regis-
tration estimated ventilation measures compared to the Xe-CT estimated ven-
tilation SV in scatter plot with linear regression in animals A, B, and C.
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Fig. 5. (a) to (c): DSA (the absolute difference of the value between the SACJ
and SAI) compared to DT (the absolute difference of the tissue volume) in
animals A, B, and C.

calculated. Compared to SACJ which explicitly combines information both from
the Jacobian and the intensity, SAI only uses the intensity information. SACJ
has the most basic form for regional ventilation measure directly from the HU
based voxel air-tissue fraction.

The two registration-based ventilation measures as well as the SV from Xe-
CT are averaged and compared in predefined cubes. Averaging and comparing by
20 mm x 20 mm x 20 mm ROIs, the SACJ shows significantly higher correlation
with Xe-CT based SV than the SAI in all three animals. By examining the
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relationship between the DSA and DT, we see that the difference between SACJ
and SAI may be due to the assumption of no tissue volume change (14) implicit
in SAIL. As the derivation in equations (11) and (16), to use SAI, the tissue
volume change should be approximately zero. From Fig. 5, it is shown that while
the tissue volume difference is usually small (less than 5%), regional ventilation
measure SAI with the zero tissue volume change may introduce difference of
more than 10% unit volume per inspiration comparing with the SACJ measure.
For the ventilation measured over a minute, the DSA is about more than 1.7 unit
volume per voxel (average RR = 17.59 breaths/min). Table 1 shows that the
both the SACJ have significantly better correlation with SV than the SAI. This
is consistent with the findings by Kabus et al. [4] who show that the Jacobian
based ventilation has less error than the intensity based ventilation analysis using
the segmented total lung volume as a global comparison.

The image registration algorithm used to find the transformation from EI
to EE for measurement of regional ventilation produces accurate registrations
by minimizing the tissue volume and vesselness measure difference between the
template image and the target image. It would be interesting to compare dif-
ferent image registration algorithms and their effects on the registration-based
ventilation measures. For example, if two registration algorithms achieve the
similar landmark accuracy, the one does not preserve tissue volume change may
show even larger difference in the SACJ and SAI measures than the results using
TVP as described above.

In conclusion, with the same deformation field by the same image registra-
tion algorithm, a significant difference between the Jacobian based ventilation
measures and the intensity based ventilation measure is found in a regional level
using Xe-CT based ventilation measure SV. The ventilation measure by corrected
Jacobian SACJ gives best correlation with Xe-CT based SV and the correlation
is significantly higher than from the ventilation by intensity SAI indicating the
ventilation measure by corrected Jacobian SACJ may be a better measure of
regional lung ventilation from image registration of 4DCT images.
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Abstract. In order to study ventilation or to extract other functional
information of the lungs, intra-patient matching of scans at a different in-
spiration level is valuable as an examination tool. In this paper, a method
for robust 3D tree matching is proposed as an independent registration
method or as a guide for other, e.g. voxel-based, types of registration. For
the first time, the 3D tree is represented by intrinsic matrices, reference
frame independent descriptions containing the geodesic or Euclidean dis-
tance between each pair of detected bifurcations. Marginalization of point
pair probabilities based on the intrinsic matrices provides soft assign cor-
respondences between the two trees. This global correspondence model
is combined with local bifurcation similarity models, based on the shape
of the adjoining vessels and the local gray value distribution. As a proof
of concept of this general matching approach, the method is applied for
matching lung vessel trees acquired from CT images in the inhale and
exhale phase of the respiratory cycle.

1 Introduction

The pulmonary ventilation, i.e. the inflow and outflow of air between the lungs
and atmosphere, is the result of the movement of the diaphragm or the ribs
leading to small pressure differences between the alveoli and the atmosphere.
Quantification of pulmonary ventilation is a clinically important functional com-
ponent in lung diagnosis. Pulmonary ventilation can be studied using several CT
images in one breathing cycle (4D CT) [1]. In radiotherapy treatment, extraction
of the lung deformation is important for correction of tumor motion, leading to
a more accurate irradiation.

Matching, i.e.spatially aligning images (also referred as registration), inspi-
ration and expiration scans is a challenging task because of the substantial,
locally varying deformations during respiration [2]. To capture these deforma-
tions, a non-rigid registration is required, which can be image-based, surface-
based and/or landmark-based. Generally, a non-rigid registration algorithm re-
quires three components: a similarity measure, a transformation model and an
optimization process.

* Corresponding author: dirk.smeets@uz.kuleuven.be
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In image registration, common voxel similarity measures are sum of square
differences (SSD), correlation coefficient (CC) and mutual information (MI) |3,
4]. To regularize the transformation, popular transformation models are elastic
models, viscous fluid models, spline-based techniques, finite element models or
optical flow techniques [3]. Voxel-similarity based techniques have been applied
to lung matching in [5-7]. They have the advantage that dense and generally
accurate correspondences are obtained. Disadvantages are the sensitivity to the
initialization and the computational demands. Surface-based registration meth-
ods use a similarity measure that is a function of the distances between points on
the two surfaces. Thin-plate splines are popular for regularization of the transfor-
mation. A combination of an voxel-similarity based and surface based registra-
tion for lung matching is presented in [8]. Generally, landmark-based non-rigid
registration algorithms allow large deformations. Because of their sparsity, they
are very efficient. In [9] bifurcations of lung vessels are first detected after which
these landmarks are matched by comparing the 3D local shape context of each
pair of bifurcations with the y2-distance.

In this paper, we present a robust registration method for matching vessel
trees. After detecting candidate bifurcations (Sec. 2.1), correspondences are es-
tablished by combining a global and a local bifurcation similarity model. For the
novel global model (Sec. 2.3), the tree is represented by two reference frame inde-
pendent, hence intrinsic, matrices: the Euclidean (rigid transformation invariant)
and geodesic (isometric deformation invariant) distance matrix. Marginalization
of point pair probabilities provides soft (not binary) correspondences between
the detected bifurcations of the two trees. The local bifurcation similarity model
reflects correspondences based on local intensities and is explained in Sec. 2.3.
The optimization to obtain hard correspondences is done using a spectral de-
composition technique (Sec. 2.4). The proof of concept of the general matching
approach is shown in Sec. 3. Finally we draw some conclusions.

2 Method

The goal of the proposed matching framework is to establish correspondences

between characteristic points in the image, independent of the reference frame

(translation and rotation invariant) and, for characteristic points in structures

that are assumed to deform isometrically, invariant for isometric deformations.

Isometries are defined as distance-preserving isomorphisms between metric spaces,
which generally means that structures only bend without stretching. The bifur-

cations, the splittings of the vessels in two or more parts, are chosen as charac-

teristic points, although their detection is not the main goal of this paper. We

then assume the vessel tree to deform isometrically. This assumption of nearly

constant vessel length has been made before in a.o. [10] and [11].
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2.1 Bifurcation detection

Bifurcations are locations where a blood vessel splits into two smaller vessels. A
subset of the bifurcations that involves only major vessels can be detected in a
robust way by analyzing the skeletonization of the segmented vessels.

As preprocessing, the lungs are segmented by keeping the largest connected
component of all voxels with an intensity lower than -200 HU. A morphological
closing operator includes the lung vessels to the segmentation and a subsequent
erosion operation removes the ribs from the segmentation. Then, a rough seg-
mentation of the major blood vessels within the lung is obtained by thresholding
at -200 HU. Cavities in binary segmentation smaller than 10 voxels are closed.
The skeletonization of the segmentation localizes the major bifurcations and
is obtained through a 3D distance transformation by homotopic thinning [12].
Since bifurcations are locations where three vessels join, they are characterized as
skeleton voxels having three different neighbors belonging to the skeleton. After-
wards, bifurcations are discarded that have a probability lower than 0.5/v/27ro?
according to a statistical intensity model. The vessel intensities I} are assumed

to be Gaussian distributed
(I, — p)?
_exp (—2 , (1)

P(Cvessel ‘Ik) =

2no o

with experimentally determined parameters (u = —40 HU and o = 65 HU).

2.2 Global correspondence model

After the vessel bifurcations are detected, soft correspondences are established
based on a global and a local correspondence model, both independent of rigid
and isometric deformations of the considered vessel trees.

Intrinsic vessel tree representation. Each tree is intrinsically represented
by a Euclidean distance matrix F = [dgs ;;] (EDM), containing Euclidean dis-
tances between each pair of bifurcations, and a geodesic distance matrix G' = [g;;]
(GDM). Each element g;; corresponds to the geodesic distance between the bi-
furcations 7 and j. This distance is the distance between ¢ and j along the vessels
and is computed with the fast marching method in an image containing a soft
segmented vessel tree using Eq. (1). Isometric vessel deformations, by defini-
tion, leave these geodesic distances unchanged. Therefore, the GDM is invariant
to the bending of the vessels. On the other hand, the EDM is only invariant
to rigid transformations (and, when normalized, invariant to scale variations) of
the vessel tree. However, Euclidean distance computation is expected to be more
robust against noise than geodesic distance computation since the error accumu-
lates along the geodesic, i.e. the shortest path. Both the EDM and the GDM are
symmetric and uniquely defined up to an arbitrary simultaneous permutation of
their rows and columns due to the arbitrary sampling order of the bifurcations.
An example of a lung vessel tree, represented by a GDM and a EDM, is shown
in Fig. 1.
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Fig. 1. A lung vessel tree with detected bifurcations (a) is represented by a geodesic
(b) and a Euclidean (c) distance matrix, containing the geodesic or Euclidean distance
between each pair of bifurcations.

Soft correspondences of the global model. A probabilistic framework is
used to estimate the probability that a bifurcation i of one tree corresponds with
a bifurcations k of the other tree. It is applied twice, once for the EDM and once
for the GDM. We will explain the framework using the GDM.

Given two lung vessel trees, represented by GDMs, the probability that the
pair of bifurcations (i,j) of the first tree Gy correponds with the pair (k,[) of
the second tree G is assumed to be normally distributed,

1 (91,i' - 92,kl)2
P(Cigy, k) = Norooha <—JT : (2)

with o chosen to be 1 and g ;; an element of the GDM representing the first
tree. It reflects the assumption that geodesic distances between pairs of bifur-
cations are preserved, obeying an isometric deformation. The probability that a
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bifurcation i corresponds with k is then given by

P(Cix) =YY P(Clijykn) = Mk, (3)
]

from which the soft correspondence matrix, Mg = [mgq k), is constructed.

The same procedure is followed to obtain an assignment matrix Mg based
on the EDM as intrinsic tree representation. This matrix is expected to be more
robust against noise, but varies under isometric deformations of the vessel tree,
contrary to Mq.

2.3 Local correspondence model

Complementary to the global bifurcation similarity model, a local model based
on intensities is implemented. In the computer vision literature a large number
of local image descriptors are proposed, see for example [13].

In this paper, the n-SIFT (scale invariant feature transform) image descrip-
tor is used [14], which summarizes a cubic voxel region centered at the feature
location, in casu the bifurcation location. The cube is divided into 64 subre-
gions, each using a 60 bin histogram to summarize the gradients of the voxels
in the subregion. This results in a 3840-dimensional feature vector f by com-
bining the histograms in a vector after weighting by a Gaussian centered at the
feature location. The probability that a bifurcation ¢ corresponds with k is then
proportional to

P(Cix) o exp(— | £ — £ [[2) = mi, (4)

2.4 Spectral matching

The combined match matrix M is found as the pointwise product of the match
matrices of the separate models, mcx = Mg ik-MEeik-mL (i.e.product of
the corresponding probabilities). To establish hard correspondences (one-to-one
mapping), the algorithm proposed by Scott and Longuet-Higgins [15] is used.
It applies a singular value decomposition to Mg (Mc = UXVT) and computes
the orthogonal matrix M/, = UL VT, with I, a pseudo-identity matrix. Two
bifurcations i and k£ match if m'aik is both the greatest element in its row and
the greatest in its column.

3 Experimental results

The described matching framework is evaluated using a publicly available 4D
CT thorax dataset of the Léon Bérard Cancer Center & CREATIS lab (Lyon,
France), called “POPI-model”. It contains 10 3D volumes representing the dif-
ferent phases of the average breathing cycle, with an axial resolution of 0.976562
mm X 0.976562 mm and a slice thickness of 2 mm. Also, 3D landmarks, indi-
cated by medical experts, and vector fields describing the motion of the lung,
are available [16].



-66-

3.1 Matching manually indicated landmarks

First, the matching framework is evaluated using manually indicated landmarks
to examine the performance independent of the bifurcation detection step. For
this purpose, all 40 landmarks are used in one CT image (end-inhalation phase),
while varying the number of landmarks in the other image. The result of this
experiment, expressed as the percentage of correct correspondences in function
of the percentage outliers of the total number of landmarks, is shown in Fig. 2
for different images in the respiratory cycle. Since not all landmarks are located
in the vessels and therefore geodesic distances are not meaningful, M is not
computed.

90
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601 —©6— scan no. 6 i
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% correct correspondences
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0 . . . . . . . . .
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% outliers of total no. landmarks

Fig. 2. Results of the framework for matching manually indicated landmarks expressed
as the percentage of correct correspondences in function of the percentage outliers. The
three curves correspond with different scans in the respiratory cycle, in which scan no. 1
is end-inhale and scan no. 6 end-exhale.

These results show that even for a large number of outliers good correspon-
dences are still found. Consequently, it can be expected that not all bifurcations
detected in one image must be present in the other image. Also, a small decrease
in performance can be noticed when more lung deformation is present (end-
exhale vs. end-inhale), probably because the Euclidean distance matrix (used in
the global correspondence model) is not invariant for these deformations.

Second, the robustness against landmark positioning errors is examined.
Therefore, we add uniform distributed noise in each direction to one set of
landmarks and vary the maximum amplitude of the noise. Fig. 3 shows the
percentage of correct correspondences in function of this maximum amplitude,
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averaged over 15 runs per noise level. These results show that indication errors
of more than 5 mm (£ 5 voxels in x and y direction and 2.5 voxels in z di-
rection) decrease the matching performance. It is therefore expected that the
localization of bifurcations during automatic bifurcation detection must not be
extremely accurate in order to still obtain good correspondences.

.:/
@(@ .
700 e scanno.2 oy |
x  scanno. 4
J

60} O scanno. 6 0! B
Bl %
Ralsii )

€2

40t

% correct correspondences

301 J

20 1

maximum noise amplitude in each direction [mm]

Fig. 3. Indication error dependence, expressed as the percentage of correct correspon-
dences in function of the maximum amplitude of the added uniform noise. The three
curves correspond with different scans in the respiratory cycle, in which scan no. 1 is
end-inhale and scan no. 6 end-exhale.

3.2 Matching automatically detected bifurcations

Next, the framework is evaluated for the task of matching 3D vessel trees by
means of automatically detected bifurcations. The result of matching the end-
inhale with the end-exhale vessel tree is shown in Fig. 4, clarifying that most
correspondence pairs are correct. It is also clear that simple thresholding has
resulted in oversegmentation in one of the two images. This, however, did not
affect the automatic matching.

The performance of matching automatically detected bifurcations is quan-
tified using the dense deformation field that is available in the public dataset
(POPI-model). This deformation field is obtained using a parametric image-
based registration [17, 18, 16]. The average target registration error in the manual
landmarks is 1.0 mm with a standard deviation of 0.5 mm.
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Fig. 4. Qualitative evaluation for matching 3D vessel trees by means of automatically
detected bifurcations.

Fig. 5 illustrates the accuracy of the matching of the end-inhale scan with all
other scans. It shows histograms of the registration error (in each direction and in
absolute value) for all bifurcations. The average registration error is 2.31 mm, the
median 1.84 mm and the maximum 24.0 mm. Only for 0.21% of the bifurcation
matches the absolute registration error is larger than 1.5 cm, demonstrating the
robustness of the matching algorithm.

4 Conclusion

A robust matching framework is proposed, combining two global and one local
landmark similarity model. The results of matching manually indicated land-
marks demonstrate the potential of the proposed method for matching land-
marks in unimodal medical images independent of the translation and rotation
between both images. A high number of outliers is allowed when the landmarks
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Fig. 5. Histograms of the registration error (in each direction and in absolute value)
for all bifurcations give an impression of the matching accuracy.

in the image are well located. Moreover, we demonstrated that the matching
framework can also be used for automatically detected landmarks, in this case
lung bifurcations extracted from CT data.

As future work, we see some applications of the soft correspondences for ro-
bust initialization of an iterative non-rigid, e.g. voxel-based, registration method.
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Abstract. Respiratory motion challenges lung radiation therapy with
uncertainties of the location of important anatomical structures in the
thorax. To capture the trajectory of the motion, dense image match-
ing methods and learning-based motion prediction methods have been
commonly used. However, both methods have limitations. Serious mo-
tion artifacts in treatment-guidance images, such as streak artifacts in
respiration-correlated cone-beam CT, challenge the intensity-based im-
age matching; the learning-based prediction methods require consistency
between the training data for planning and the data for treatment. This
paper proposes a prediction-driven motion atlas framework for motion es-
timation with artifact-laden images, using a Fréchet-mean-image match-
ing scheme that is softly constrained by deformation predictions. In this
framework, all the respiration phase-stamped images within a breathing
cycle are diffeomorphically deformed to their Fréchet mean. The iter-
ative optimization is driven by both intensity matching forces and the
prediction forces trained from patient-specific planning images. The effec-
tiveness of the framework is demonstrated with computational phantom
and real cone-beam CT images.

1 Introduction

Positional uncertainties caused by the respiratory motion have been shown to
have a large impact on radiation dose [1]. Accurate respiratory motion estima-
tion is necessary for removing the motion-induced uncertainties. Cone-beam CT
(CBCT) exploits flat panel technology to integrate the imaging system directly
into the treatment accelerator, allowing acquisition of a volumetric image at each
respiratory phase in the treatment position and eliminating the need for marker
implantation [2-4]. A major limitation of CBCT systems is image degradation
caused by respiration-induced motion, which compromises tumor and organ-at-
risk localization for guiding radiation treatment of cancer. The work presented
here is part of a larger project to correct respiratory motion-induced artifacts
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in CBCT scans [4]. Briefly, CBCT projection images are sorted into subsets ac-
cording to a respiration signal and reconstructed to obtain a set of low-quality
respiration-correlated CBCT images. Application of nonrigid registration de-
forms each of the respiration-correclted CBCT (RC-CBCT) images to a chosen
reference image in the set; combining all images yields a single high-quality
CBCT image with reduced blurring and motion artifacts. However, degradation
of image quality resulting from the sparse projections for each subset in the
filtered back-projection reconstructions imposes serious limitations on non-rigid
image registrations. The fourth dimension of the “4D” notion in this paper refers
to the respiration phase during one breathing cycle.

Two different categories of methods have been used to capture the respiratory
motion trajectory. One is ordinary intensity-based image matching or tracking.
Various non-linear dense image registrations can be used to calculate the spatial
changes of each voxel between images by matching their intensity profiles [5, 6].
However, the image registration could easily get trapped in local minima when
imaging artifacts are present and thus tends to over-fit to those artifacts.

The other category is linear motion modeling with surrogate signals. Recog-
nizing the hysteresis of respiration, various external and internal surrogate sig-
nals have been used for motion modeling and prediction in lung. The diaphragm
position of the lung has been used as a navigator of the image deformation and
used for motion prediction for CBCT-guided radiation therapy [7,4]. Recently,
the shape of the lung has been used as an advanced surrogate for motion pre-
diction, in which the so-called shape-correlated deformation statistics (SCDS)
reveals the maximum linear correlations between the shape surrogates and the
image deformations [8,9]. The SCDS is trained on a prior respiration-correlated
CT (RCCT) set acquired for treatment planning purposes. The RCCT consists
of a sequence of volumetric CT images over the breathing cycle.The underly-
ing assumption of any surrogate-involved learning-based model that uses a prior
image set is that the correlation between the surrogate and the underlying mo-
tion are the same for both planning/training time and treatment/test time. The
assumption simplifies the complicated breathing system and justifies the estima-
tion by directly incorporating the training information. However, the correlations
between the surrogate and the spatial deformation cannot be exactly the same,
especially for cancer patients who have difficulty in stabilizing their breathing
over time. Besides, noise kept in the SCDS trained from few planning phases
tend to result in local region prediction errors.

To fully utilize both categories of methods while avoiding their limitations, in
this paper we combine the intensity information (from the treatment RC-CBCT)
and the SCDS-predictions (from the planning RCCT) into a unified framework
for improved motion estimation. On the one hand, the motion prediction can
help regularize the intensity matching from over-fitting. On the other hand,
meaningful image features can be utilized to reduce prediction errors.

A respiratory motion atlas formation method driven by a combination of
prediction matching forces and image matching forces is developed in this pa-
per. A respiratory motion atlas contains an atlas image and the dense image
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deformations that transform each phase-stamped image in the breathing cycle
to the atlas image. Instead of an image at an arbitrary time point, a Fréchet
mean image that takes the minimum total amount of transformations to match
all images is computed and used as the atlas image for increased robustness. The
deformations predicted from a shape-correlated deformation statistics (SCDS)
model are used as a soft constraint during the optimization. The balancing force
between the intensity force and the prediction force can be adjusted via a weight-
ing factor, selected upon the credibility of the training statistics and the quality
of the treatment images.

The rest of the paper is organized as follows. Section 2 introduces the frame-
work of the proposed prediction-driven deformation atlas formation. Specifically,
section 2.1 introduces the Fréchet mean image formation method that is used
to obtain the respiratory motion atlas from a 4D image sequence; section 2.2
presents the techniques that are used to apply trained SCDS to predict motion
from a noisy 4D image sequence; Section 2.3 introduces the prediction-driven
atlas formation by integrating the SCDS-predictions into the Fréchet mean for-
mation framework. Experimental results are presented in Section 3.

2 Methodology

2.1 Respiratory Fréchet mean image formation

To quantify the breathing motion from a 4D image sequence, non-linear dense
image registrations are often used to compute the spatial changes for each voxel
in the image. The breathing motion can be quantified by the non-linear deforma-
tions that match each phase-stamped image in the breathing cycle to an atlas
image. The atlas image, together with the deformations, form the respiratory
motion atlas for this patient. For the respiration-correlated CT (RCCT) that is
used at the planning time in IGRT, the high-contrast and good image resolution
enables intensity-based registration methods to accurately capture the spatial
changes over the breathing cycle.

There are several aspects to be considered in choosing a proper atlas image.
First of all, due to the large anatomical variations between patients, it is more
practical for the atlas image to be patient-specific. Secondly, to be used for
motion prediction, the conformation of the atlas image should also be stable over
time or at least stable between the planning time and the treatment or target
time. The end expiration (EE) phase is commonly used as the reference phase for
registration due to its relatively stable repeatability. However, computationally,
a smaller total amount of deformations is preferred for better image registration
accuracy and efficiency. Further, in order to carry out statistical analysis on the
deformations (for SCDS calculation in Section 2.2), an “averaged” atlas will help
to get tightest statistical distribution.

A Fréchet mean image has the property that it minimizes the sum of squared
distances on the Riemannian manifold of diffeomorphic transformations to a
group of images (see Figure 1). It represents an averaged spatial configuration
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of that group [10]. Therefore, the Fréchet mean image of the breathing sequence
well satisfies the aforementioned criteria and is used in this paper as the atlas
image.

B
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@

Fig. 1: Fréchet image mechanism: a) The filled circles represent individual points
p’ on the Riemannian manifold M. The Fréchet mean (filled square) is the
point g on the manifold that minimizes the sum of squared distances to the
observations. Distances are measured along the manifold; b) Iterative Fréchet
mean image construction framework illustrated on images of spheres with varying
radius. The mean image in the middle minimizes the sum of squared deformation
distances required to match all input images.

Given a group of phase-stamped images, geometric changes over time are
represented as the action of a group of diffeomorphisms on images. Let Diffy (£2)
be the group of diffeomorphisms that are isotropic to the identity. An element
¢ : 2 — 2 in Diffy (2) deforms an image I to the image I o ¢. The geodesic
distance between a pair of images on the manifold is defined by diffeomorphic
matching:

1
. 1
(17, 1My = argmln/ ||ve|[3-dt + gwM o¢p— I, (1)
0

subject to ¢(x) =z + fol vedt, where t € [0,1]. The first term defines a metric on
the space of diffeomorphisms that are generated by integrating velocity fields v.
These diffeomorphisms are used to deform a moving image I (image at t = 0)
to match a fixed image I (image at ¢ = 1). The second term penalizes residual
image dissimilarity. The parameter o controls the relative weight of these terms.

The Fréchet mean I is the image that requires the least amount of defor-
mation to map onto the group of input images I*: I = argmin 31 | d(I, I')2.
Combined with geodesic distance definition (1), the optimization problem can
be summarized as

N 1

A A : 1 . ’

I,¢'=  argmin ) [/ vill§dt + =11 — I ¢'|[7,]

N i _ o
I,$*€lxDiffy (2)N ;=1 L/O

subject to ¢} = Id, ¢'(x) =z + fol vi(pt(x))dt.
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Initialized with identity transformations, an iterative optimization updates
the Fréchet mean image at each iteration, and the deformations that transform
all the phases to the Fréchet mean are optimized at the same time.

2.2 SCDS-based prediction

The shape-correlated deformation statistics (SCDS) model has been shown to
effectively reveal the patient-specific linear correlations between the shape surro-
gates and the image deformations [8,9]. In this method, the shape of the lung is
used as an internal surrogate signal to navigate the dense image deformation by
linear regression. The shape models are extracted using lung surface segmenta-
tion from the images followed by application of an entropy-based particle system
[11] to obtain a group-wise surface correspondence over the phases within the
breathing cycle. The SCDS model trained from the planning images is used to
predict the motion of the images via extracted shape surrogates.

In previous papers [8,9], the SCDS model used the EE phase as the image
atlas. In this paper, we improve the tightness of the SCDS by using the Fréchet
mean as the image atlas. Also we use deformable segmentation techniques to
apply the SCDS for motion prediction to CBCT images with image artifacts.
The resulting predicted deformations are going to be used as soft constraints in
the overall prediction-driven atlas framework described in Section 2.3.

Probabilistic deformation segmentation To apply this method to CBCT
images, robustly extracting the lung boundaries against the streak intensity ar-
tifacts is important. We have developed a posterior probability optimization
scheme to calculate the models that fit into the target images while staying in
the trained shape space. The optimization is described in

log p(q’|J") = argmax[log p(J'|q’) + log p(q’)], (2)
ql

where g’ is the deformable surface mesh (to distinguish the shapes p* in training)
segmented from the CBCT image J® (to distinguish the training image I*). The
image match term or the likelihood term is the summation of a second-order
gradient magnitude measured on the surface of the model, indicating how well
the model fits to the boundaries. The prior term is measured by Mahalanobis
distance of the model from the training mean in the trained shape space.

SCDS-prediction for 4D CBCT In the motion atlas, the deformation of
the whole dense deformation field is represented by the displacement vector field
(DVF) u as the result of the diffeomorphic transformation from each phase image
to the atlas image. To distinguish the planning data and the treatment data, in
this paper ¢' denotes the deformations calculated from RCCT images I* and '
denotes the deformations calculated from RC-CBCT images J°. It follows that
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u,, denotes the DVFs from RCCTs and u,, denotes the DVFs from RC-CBCT. In
summary, three major steps are carried out to estimate the image deformations
in 4D CBCT.

1. The DVFs ufz, of RCCTs are obtained by the intensity-based Fréchet mean
formation method introduced in the last section. The surface models of the
lung are extracted from each CT phase images. The linear correlation C
that maps a shape surrogate p’ to its corresponding image deformation ué)
is calculated such that ugy = C - p + €, where € is the regression error.

2. The lung shape q’ is segmented from the CBCT images .J? using the posterior
probability optimization scheme.

3. Deformations of each time-point of the CBCT sequence uf(J are calculated
by u, = C-q".

After the motion prediction, an atlas image can be calculated by averaging
all the intensity images after warping them using the predicted deformations.

2.3 Prediction-driven respiratory motion atlas formation

The SCDS-prediction method is a learning-based approach that is resistant to
image artifacts. However, as mentioned in the introduction, its accuracy also
depends on the correlation consistency condition of the motion between the
training data and the target data. For lung cancer patients who themselves
have difficulties to strictly regularize their breathing patterns or as a result of
anatomical changes such as tumor growth, the correlation between the surrogate
lung and the overall image deformation can not be exactly the same. Besides,
the linear correlation regression results contain statistics errors due to the high
dimensional low sample size (HDLSS) problem.

To increase the prediction robustness of the method, image intensity features
can be used to adapt to the motion variations between the training and the
testing data. Despite the CBCT artifacts, there are still many intensity features
(besides the lung boundaries) useful for guiding the image registration, such as
the bony rib cage, the bronchial structures, and the tumor region itself.

A prediction-driven deformation atlas formation method, optimized by the
combination of prediction constraints and image matching forces is presented
here to improve the motion estimation accuracy and robustness. The deformation
predictions are used as soft constraints in the iterative Fréchet mean image
optimization, as follows:

N 1
P oo : i 1 ig ! i i
J. ' = argmin ) [/ [ dt + — 1T = J* 0 ¢'[[72 + —dR(¢" ¢'(a)) |
e 1 Lo 91 72

subject to ¢! = x + fol vidt, where J' denotes the CBCT image at phase 1, J is
the atlas image and " is the lung shape segmented from J* using the deformable
segmentation method introduced in Section 2.2. The distance between the vary-
ing deformation ¢’ and the prediction ¢(q¢*) is measured via the Riemannian
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manifold metric dg, which is defined as the minimum of the integral over all
piecewise smooth curves that connect 1y and 5. This distance can be alterna-
tively computed by dg(¢1 o ¢y ', id), where id is the identity transformation.

To simplify the computation and to directly use the resulting deformation
represented by DVFs (deformations from the atlas image) computed from the
SCDS-prediction, an Euclidean approximation of the square Riemannian dis-
tance is given by d%(¢%, ¢(¢")) = [[uyi — Wy (qi)l|72, where the SCDS-predicted
deformation uy 4 is computed by linear mapping ug(qiy = C-q'. The Euclidean
deformation space is only an approximation of the Riemannian deformation man-
ifold. However, when deformations are not very large, the Euclidean space can
be thought of as the tangent plane of the Riemannian manifold at the Fréchet
mean and thus the linear approximation is sufficient.

The balancing force between the prediction and the noisy intensity profile
can be adjusted via the weighting factors o1 and o9, selected upon the credibil-
ity of the training statistics and the quality of the treatment images. To have
equal influences from both the intensity and the prediction, the weighting fac-
tors should make the two energy terms have the same order of magnitude. The
energy term of the prediction is treated as an extra feature channel.

Computationally, this extra channel itself is a three-dimensional-vector chan-
nel and takes three times the storage as the image intensity. In comparison to
the intensity-based atlas method, the prediction-driven atlas method takes more
time to compute the gradient for the extra prediction constraints. On the other
hand, due to the prediction constraints fewer iterations are typically required
for convergence.

3 Experimental results

3.1 Breathing spheres

We started with some simulation data to test the prediction-driven atlas forma-
tion method. A sequence of sphere images with varying radii were designed to
mimic the breathing scenario. The radii follow a sinusoidal curve to simulate the
breathing pattern of a volume enlarging process followed by a volume shrinking.
The surface points on the spheres (not shown) are used as the shape surrogate to
carry out the SCDS motion prediction. With the same dateset, Gaussian noise
is added to create the test data, as shown in Figure 2a.

The underlying correlation between the shape surrogate, the surface point
set sampling on the spheres with group-wise correspondence, and the image
deformation are the same for the training and the testing data, since the only
difference between the two datasets is the added Gaussian noise. It is shown
that the intensity-based atlas formation method (Figure 2c) tends to over-fit the
noise, while the SCDS-prediction (Figure 2d) that is determined by the training
SCDS shows resistance to the noise and gives better results.

To simulate variations in the correlations between the training set and the
test set, the correlation coefficients between the shape surrogate (surface point
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Fig.2: Noisy breathing spheres test: a) The noisy test image sequence. b)
The Euclidean mean of the noisy test sequence. ¢) The Fréchet mean image of
the test data using the intensity-based atlas formation method. d) The resulting
atlas image of SCDS motion prediction. Test with correlation perturba-
tions: e) The resulting atlas image of SCDS motion prediction with correlation
perturbations; f) The prediction-driven atlas image with correlation perturba-
tions.
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Fig. 3: Noisy spheres with correlation perturbations: a) Average displacement
vector field error per voxel at each iteration. b) Average image intensity difference
per voxel at each iteration.

set of the sphere) and the image deformations were perturbed randomly by 0.15
at maximum. The SCDS prediction is influenced by the artificial perturbation
and produces errors mostly visible at the edge of the atlas sphere (Figure 2e).
On the other hand, it is shown that the prediction-driven deformation is able to
balance between the intensity force and the prediction force thus getting the best
result (Figure 2f). Errors and intensity energies are shown at each iteration step
in Figure 3 for a detailed investigation. The intensity-based matching over-fits
the noise: intensity differences diminish with iteration but DVF error increases.
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Since the SCDS-prediction is directly computed without iterative optimizations,
it is shown as the constant value line for comparison. The best estimation result
(i.e., lowest DVF error) is achieved by the prediction-driven atlas formation
method.

3.2 NCAT data

4D Nurbs-based Cardiac-Torso (NCAT) phantom thorax RCCTs were produced
[12] at 10 phases sampled in one breathing cycle. A corresponding RC-CBCT
sequence was simulated from the NCAT RCCTs using the protocol of a gantry-
mounted KV on-board imaging system [3] that is used in patient radiation ther-
apy guidance. An example image pair is given in Figure 4. Note the strong
artifacts in the phase-sorted CBCT caused by the sparse and unevenly spaced
projections. The image grid for each image is 512 x 512 x 100, with voxel size
of 0.742 mm x 0.742 mm x 1.52 mm. Figure 4 shows an example of the NCAT
CT and CBCT image and the surface lung shape model.

T m W

(a) NCAT RC-CBCT (b) Lung shape model

Fig.4: a) An axial slice of a NCAT RCCT image at EE phase and its correspond-
ing RC-CBCT image. b) The surface mesh representation of the shape of lungs
extracted from NCAT RCCTs. The color shows the magnitude of the spatial
variation of each point during the breathing cycle.

To test the prediction-driven atlas formation method, inconsistency of the
breathing correlation patterns between the training data and the test data were
simulated by adding random perturbations into the SCDS-predicted DVFs.The
NCAT data set in Figure 5 has a maximum of 2.0 cm diaphragm motion and
0.5 cm anterior-posterior motion. The intensity-based atlas formation results,
the SCDS motion prediction results and the prediction-driven atlas formation
results are compared in terms of the center of gravity (COG) location errors of
the tumor region (Figure 5a). The intensity-based atlas performs better than the
SCDS-prediction in terms of the tumor region estimation. The reason is that the
tumor region after the CBCT reconstruction has a quite strong contrast respect
to its surrounding tissue despite the global streak artifacts. The overall DVF
errors of the three methods are compared in Figure 5b. The SCDS-prediction
performs better than the intensity-based atlas method. The prediction-driven
atlas method shows a compromised overall DVF estimation between the other
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two as a result of the combination. These measurements are confirmed from the
visual comparison of the atlas images in Figure 6. The prediction-driven atlas
(Figure 6¢) has less global signal-to-noise ratio (SNR) compared to the intensity
atlas (Figure 6a) and has a sharper tumor boundary than the SCDS-prediction
atlas (Figure 6b).
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(a) Tumor COG error (b) DVF (image deformation) error

Fig.5: a) Tumor COG estimation errors, with the static measurement indicating
the mobility of the tumor. The fourth phase is used as the base phase to propa-
gate the tumor contour to other phases. b) DVF estimation error per voxel. The
ground truth DVF is obtained by linear interpolation from the RCCT DVFs.

3.3 Patient data

RCCT data sets are provided by a 8-slice scanner, acquiring repeat CT images
for a complete respiratory cycle at each couch position while recording patient
respiration. The CT images are retrospectively sorted to produce a series of 3D
images at 10 respiratory phases. The RC-CBCT scans of five-minute duration are
acquired using a slowing-rotating gantry-mounted KV on-board imaging system.
The scan produces 3D images at 6 respiratory time points. The image grid for
each image is 196 x 196 x 100, with voxel size of 1.52 mm x 1.52 mm x 1.52
mm.

Motion estimation results are evaluated on a mock tumor region as shown
in Figure 7. Manual segmentations are provided for each CBCT image for error
measurements. The manual tumor contour of the fourth phase image (the end-
expiration phase) is propagated to all the other phases. The three methods are
compared in terms of the COG location errors, see Figure 7. The average COG
errors of the 5 phases for the three approaches are 3.5 mm, 2.3 mm and 1.7
mm respectively. The prediction-driven atlas method outperforms the other two
approaches in this patient.
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(a) Intensity-based (b) SCDS-prediction  (c¢) Prediction-driven

Fig. 6: Atlas image comparison of NCAT data set tests. The axial (the first row),
coronal (the second row) and sagittal (the third row) slices are compared. a) The
Fréchet mean atlas image of the CBCT sequence. b) The atlas image from the
SCDS-prediction results. ¢) The atlas image from the prediction-driven atlas
formation method.
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Fig.7: Left: Axial slices of tumor contours at the fifth phase from the three
methods, with the same color legend used in the bar plot on the right. The
manual segmentation is shown in white. Right: The comparison of tumor COG
errors.

4 Conclusion

The prediction-driven atlas formation framework has the advantage of utiliz-
ing high-contrast intensity information from CBCT while being constrained by
the shape-correlated prediction results. The overall image deformation result
is a compromise between the pure-intensity-based atlas formation method and
the SCDS-prediction results, and the structures that have relatively higher con-
trast contribute to a more accurate local motion estimations. With our prelim-
inary studies on both simulated phantom data and cone-beam CT data, the
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prediction-driven atlas method is shown to be more robust for modeling and es-
timating sophisticated respiratory motion in lung than both the intensity-based
atlas method and the learning-based SCDS prediction. More comprehensive val-
idations on patient data are needed to quantify the robustness of the method.
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A Clinical Feasibility Study on Respiratory
Sorted Megavoltage Cone Beam CT

Mingqing Chen, R. Alfredo Siochi

Department of Electrical and Computer Engineering
Department of Radiation Oncology
The University of Iowa

Abstract. In order to improve gated radiotherapy for lung cancer, we
explore the use of projection data from localization Mega-voltage cone-
beam computed tomography (MVCBCT) scans to reconstruct respira-
tory correlated images. The position of the ipsilateral hemi-diaphragm
apex (IHDA), automatically detected in raw data, is used for projection
sorting. Two algorithms, the Feldkamp, Davis and Kress and the simul-
taneous algebraic reconstruction technique are implemented for incom-
plete projection reconstruction. The tumor and the IHDA are manually
identified on full exhale and full inhale phases of MVCBCT images. 16
MVCBCT scans and 2 planning CT scans of a non-small cell lung cancer
patient are analyzed. Results show that it is feasible to use sorted pro-
jection reconstruction to determine relationship between the tumor and
the diaphragm motion and observe tumor volume change due to effect
of radiotherapy.

Keywords: diaphragm, respiratory motion, cone beam CT, reconstruc-
tion

1 Introduction

Respiratory motion is a major concern in radiotherapy for lung tumors. In our
clinic, a strain gauge system is used during the planning CT scan to record the
relative respiratory phase and create 4DCT images that allow us to determine
the phases to be used for treatment. The strain gauge system is considered an
external surrogate of tumor motion and provides respiratory gating signals to
turn the treatment beam on or off. However, tumor motion may vary from one
fraction to the next, and may be different from the motion at the time of the
4DCT. Because this variation can cause tumor underdose or overexpose normal
tissue, the strain gauge should be calibrated to tumor motion.

Mega voltage cone beam CT (MVCBCT) is a promising technique for daily
imaging of patients [20,22]. It only provides one static image reconstructed from
all the raw images projected from different gantry angles. For static organs, inter-
fractional changes are observable. But intra-fractional changes such as tumor
and diaphragm motion are averaged over all projections, which makes it difficult
to observe the tumor size and shape before each treatment fraction. Utilizing
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MVCBCT projection images is a promising solution. Reitz et al. [23] projected
3D tumor volume onto projections to verify the tumor position prior to radio-
therapy. Siochi developed a semi-automatic method to determine respiratory-like
motion of a tungsten pin on projection images with minimal manual input [25].
Unlike these objects with clearly defined edges, the tumor boundary is not visible
in many views. Methods that work well with fluoroscopic images [6,18,28,29] may
not be suitable for the application of MVCBCT projection images. Alternatively,
the diaphragm has sudden changes in intensity in most views and its motion is
a more accurate internal surrogate for tumor motion [4,27]. The strain gauge
could be calibrated to tumor motion indirectly using the diaphragm. We previ-
ously developed a dynamic Hough transform (DHT) method based on Lappas’
work [15,16]. It was able to detect the ipsilateral hemi-diaphragm apex (IHDA)
positions in all MVCBCT projection views within a minute [5] (The THDA is the
most superior point in all projection views of one hemi-diaphragm). Compared
to the method introduced by Sonke et al. [26], which projects the diaphragm
in 2D CBCT projection images to 1D to extract relative respiratory phase, our
previous method detects the actual 3D anatomical position of the IHDA. The
algorithm is not robust in a few lateral views when both hemi-diaphragms are
overlapping each other (figure 3a). Manual tuning of DHT parameters may cor-
rect the ambiguous recognition. It is also required to establish the relationship
between diaphragm motion and tumor motion.

In this work, we further investigated the feasibility of identifying the tumor
in MVCBCT images reconstructed from respiratory phase sorted data. First,
a more robust method for THDA detection especially for problems in lateral
views is presented. Secondly, projection images are sorted to full inhale (FT)
and full exhale (FE) phases based on the IHDA position. Volumetric 3D images
are reconstructed from sorted projections. The tumor boundary and the IHDA
position in each 3D image set are manually identified. Tumor size, tumor centroid
and the diaphragm to tumor motion ratio (DTMR) are quantified.

2 Materials and Methods

2.1 MVCBCT Data

MVCBCT projection data are acquired as the gantry rotates. The standard
protocol for rotation is 200 degrees from —90° to 110°, with one projection
per degree. The images are acquired with an amorphous Si flat panel electronic
portal imaging device (EPID) with a detector pixel size of 0.4 x 0.4mm?. It has
a source to axis distance (SAD) of 100 c¢m, a source to imager distance (SID)
of 145 c¢m, and an imaging field of view (FOV) of 27.4 x 27.4em?. The EPID
has a resolution of 1024 x 1024, with a pixel spacing of 0.4mm. MVCBCT raw
data are taken from one NSCLC patient who was treated with five fractions each
week for almost 8 weeks. The imaging protocol used a 10MU exposure, with an
acquisition time of 55s. MVCBCT scans performed on each Thursday and Friday
and two planning CTs are studied. The first planning CT was taken six days
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before the first treatment day (a Thursday) while the second one was taken on
the Thursday of the 4th week.

2.2 IHDA Detection in Projected Images

The Hough transform (HT) is a robust object detection technique specified for
prior known parametric shapes [1,7,13]. It is based on global evidence accumu-
lation in shape parameter space. Over the years, different variations of HT for
motion detection in image sequences were developed, including global optimiza-
tion based approaches such as velocity HT [21] and dynamic HT (DHT) [15,16],
and tracking based approaches [11,12,19].

Our previous method for THDA detection can be found in [5], which em-
ploys a Hough transformation for all ROIs of the projection images. The hemi-
diaphragm in MVCBCT projections is modeled by two parabolas connected at
their common vertex (zg,yo), with focal lengths of 4a; and 4as, with represen-
tation as:

f(z) =ai(z — $0)2 + 1y, if x < xg
= ag(r — SEo)2 + 1y, if > 20 (1)

A five dimensional (5D) Hough accumulator array I(zo, yo, a1, ag,t) is built
with each cell representing a two-parabola contour, where ¢ is the index of pro-
jection image. It is then reduced into the 3D parameter space of I(zg,yo,t) by
maximal intensity projection (MIP) for computation efficiency, with two asso-
ciated arrays a1 (o, yo,t) and as(zo, yo,t) recording the corresponding a; and
as.The optimal motion trajectory of the IHDA over all images is detected by
dynamic programming.

The method presented here employs a frame-by-frame point tracking tech-
nique in Hough arrays. The program starts to track through an entire MVCBCT
raw image sequence from four frames with the IHDA identified by the user. The
IHDA position is then determined frame by frame iteratively. In each iteration,
as the IHDA position of the current frame is determined, a joint probability
function is evaluated for every local maxima of Hough space in the next frame.
The maxima with the largest probability is picked. The joint probability function
is:

Flag™ ye ™ ar™ ay™h) = falag ™ a6) £y (5 1wo)

fa(aia1) fa(ag™ |ad) feor (x5, yo ™ 2, 45) (2)

Where superscripts ¢t and t + 1 represent the current and next frame, re-
spectively. The joint probability function has five components, each measuring
the conditional probability of parameters in the next frame using the current
frame as its input. Functions f,, f,, f. measure probability based on parabola
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Fig. 1: Distribution of THDA positions in 21 MVCBCT projection sets repre-
sented by Azy and Ay

parameters xg, Yo, a1 and as respectively. f... determines the probability of a
local maxima candidate in frame ¢+ 1 based on the normalized cross correlation
(NCC) [3]. The NCC is computed between two image patches in Hough space,
one of which consists of the neighboring pixels of the local maxima candidate in
frame t + 1, while the other is the group of neighboring pixels of the IHDA in
frame t.

The conditional probability of the five components are assumed to be Gaus-
sian distributions. The mean values for functions f,, f,, f. are the parabola
parameters of the current frame and for f.,,. , it is 1.0, which represents two
identical images.
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The Gaussian window o is derived from a statistical analysis of the manual
IHDA identification results on 40 MVCBCT scans from 6 patients. Figure 1
shows the distribution of IHDA displacements, which is similar to a 2D Gaussian
distribution.

The THDA positions in 2D projections are converted to the IHDA positions in
the patient coordinate system based on an interpolated ray tracing method [25].
The THDA position in the patient is used for respiratory sorted reconstruction.
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2.3 Respiratory Correlated MVCBCT

Current MVCBCT imaging uses all the projections to reconstruct a static image.
By selecting projections belonging to the same respiratory phase, it is possible
to reconstruct MVCBCT images of moving tumors with multiple phases. In this
study the FE and FI phases are reconstructed for each MVCBCT scan. The
superior-inferior position of the IHDA, provided by the previous step, is scaled
from 0 to 100 to represent normalized respiratory phases. The ideal phase bin
for the FE phase should be 0 to phasewindow, and (100 — phasewindow) to 100
for the FI phase. But for real respiratory traces, especially for irregular breath-
ing, inclusion of 0 or 100 will only encompass a small amount of projections.
Both factors should be considered for proper phase window and level values. An
exhaustive search strategy is applied to find these values. For the FI phase, it
aims to find a phase window and level that maximize the averaged respiratory
amplitude of projections within the phase window. For the FE phase, the same
procedure is used for minimization of the amplitude.

The default CBCT reconstruction algorithm by Feldkamp, Davis, and Kress
(FDK) [8], is fast and produces good images, but an inadequate number of pro-
jections results in strong aliasing artifacts. Algorithms derived from Algebraic
reconstruction techniques (ART) [10] are more robust for incomplete projections
but require much more computation time due to iterative re-projection and back-
projection [14]. Hardware acceleration based on graphic cards made it feasible
to accomplish cone beam ART reconstruction within a clinical time limit [24].
In this work, both methods are investigated to evaluate the feasibility of tu-
mor contouring without considering reconstruction speed. MVCBCT projection
matrices, which were derived during MVCBCT geometric calibration [20], are
used for voxel-driven projection computations in FDK and ray-driven models in
ART [9]. A Bessel-Kraiser filter [17] is used as the interpolation kernel for ART,
since it has less aliasing artifacts than bilinear or Gaussian kernels for ray-driven
back-projection.

The IHDA position and tumor boundary in both FE and FI images are iden-
tified by a researcher without prior knowledge of the patient using the Pinnacle
treatment planning software. The volume and centroid of the tumor and the
DTMR are then calculated. These parameters are also quantified on the plan-
ning CT for comparison. Figure 4 shows one example of manual contouring of
the tumor using Pinnacle.

3 Results and Discussions

3.1 TIHDA Detection

For each MVCBCT scan, automatic IHDA detection is compared to the inde-
pendent manual identification in the raw data, which is considered as ground
truth. Root mean square (RMS) errors are calculated and compared with those
of the DHT method on 19 images from 6 patients. In figure 2, DHT has a large
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Fig. 2: Comparison between DHT and new point tracking method on RMS error
(in mm) in 19 MVCBCT scans.

True IHDA trajectory

Fig. 3: 2D representation of Hough accumulator array. Each column represents a
1D Hough image of a projection frame. One example of IHDA trajectory detected
by (a) DHT with inter-column constraint 5; (b) The new point tracking method.

error for one image due to the erroneous detection of the contra-lateral hemi-
diaphragm (CHD) in a number of frames. The new method corrects this problem
and reduces RMS errors. Of the 19 images, 14 have improved accuracy due to
reduced cases of CHD detection and improved accuracy in THDA localization.
For the other 5 images, both of the methods are accurate enough and the dif-
ference in the RMS is small, and can be considered a statistical fluctuation.
Overall, the new method presented in this work achieves a mean RMS error of
1.228mm with a standard deviation of 0.220mm, compared to the DHT result
of 1.341mm + 0.640mm.

For the DHT method, using a global optimization strategy seems to be an
advantage over the new method. It aims to maximize an energy function com-
posed of Hough values and motion penalties on motion trajectories by using
a dynamic programming (DP) technique. However, the existence of the CHD
in some lateral views makes the global optimization strategy error-prone. Al-
though the hard inter-frame constraint used in DP restricts the sudden jump
of the IHDA position from one hemi-diaphragm to the other, the optimization
strategy tends to find stronger features in Hough space (Figure 3a). In our exper-
iment, finding the most probable Hough peak with a given variation in position,
parabola curvature and image intensity in a neighborhood continuously over the
image sequence is more likely to track the correct hemi-diaphragm (figure 3b).
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Fig. 4: Image reconstruction example slice in coronal view: (a) FE phase of plan-
ning CT; (b) FDK-MVCBCT reconstructed from all the projections; (c¢) FE
phase of FDK-MVCBCT; (d) FE phase of ART-MVCBCT. Tumor contour is
displayed as blue

3.2 Respiratory Correlated Reconstruction

Figure 4a shows one coronal slice of a 4D planning CT. The MVCBCT has a
much lower contrast to noise ratio (CNR). In figure 4b a MVCBCT image recon-
structed using all the projection data is shown. Static tissues such as shoulders
are visible, but objects in motion, such as ribs, hemi-diaphragms and the tumor
are very blurred. In the example image of the respiratory sorted reconstruc-
tion, the tumor boundary and diaphragm are better defined, regardless of the
reconstruction method: FDK (figure 4c) or ART (figure 4d). Reconstruction ar-
tifacts existed in both FDK-MVCBCT and ART-MVCBCT, further degrading
the image quality. Both FDK and ART have truncation artifacts at the border
of the imaging FOV. The intensities of organs outside the FOV contribute to the
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Fig. 6: Tumor volume plotted against elapsed days from first fraction

voxel at the FOV border during back-projection. For FDK, the streak artifact
is observable, which is due to incomplete projections.

The patient received audio-coaching during the treatment in order to encour-
age regular breathing. While this makes the gated RT treatment more reliable, it
can also help improve the reconstruction of limited projection data by avoiding
large gaps of missing projections. However there are some exceptions when the
patient is unable to maintain the regularity during the scan. In our study, the
IHDA respiratory phase in one of 16 MVCBCT images shows a very irregular
pattern(figure 5a), where the respiratory amplitudes for some maxima are much
smaller than those of the other maxima. The exhaustive search strategy had a
hard time for this image, since no projections are within the FI phase window
from frame 60 to 160 (figure 5a). The image reconstructed in this projection set
is severely degraded, making it impossible to contour the tumor correctly. For
reference, figure 5b shows a regular breathing pattern.

THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS



THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS 91-

2.0
EEl FDK-MVCBCT
3 ART-MVCBCT
1.54 0 Planning CT
x
= 1.01 8
Q -
0.5

S A T G A L o - R L R
Days elapsed from the first day of treatment

Fig.7: DTMR value for 15 MVCBCT and 2 planning CT (MVCBCT with ir-
regular breathing is excluded)

The radiation effect on tumor volume over the course of radiotherapy is plot-
ted in figure 6. Images reconstructed by FDK and ART are both studied. The
effect of radiotherapy shows an exponential pattern of volume shrinkage. The av-
erage discrepancy in tumor volume between FDK and ART methods is 9.38%,
with a standard deviation of 7.2%. The discrepancy between the two methods
may be due to human subjective error and improper setting of display window
and level, which is shown to affect the object size measurement [2]. Although
small errors existed between FDK and ART in size measurement, both methods
agree well for the purpose of monitoring the trend of tumor change. Tumor vol-
umes derived from two 4D planning CT scans are also shown in the graph, which
can be considered as a gold standard. For the planning CT taken 6 days before
the start of radiotherapy treatments, the tumor size is much smaller than the
tumor size in both FDK-MVCBCT and ART-MVCBCT images taken minutes
before the first radiation treatment. This may be due to tumor growth during
the 6 day interim between imaging and treatment, since there is no radiation
given during the 6 day interim and the tumor was particularly aggressive. The
tumor size contoured in the second planning CT agrees well with the MVCBCT
taken on the same day.

DTMR values are plotted in figure 7, which is computed from the IHDA mo-
tion and tumor motion displayed in figure 8. The measured motion is generally
consistent between FDK-MVCBCT and ART-MVCBCT. The measured IHDA
motion ranges from 0.78cm to 2.17cm, with an average and standard deviation
of the difference between FDK and SART methods of 0.058cm + 0.052¢m. The
tumor motion ranges from 0.8cm to 1.82cm, with a deviation between the two
methods of 0.131¢m +0.112¢m. Comparing tumor and IHDA motion to the slice
thickness in the superior-inferior direction, which is 1.071mm and 3.0mm for the
MVCBCT and 4DCT respectively, variation by one voxel in the IHDA identifica-
tion may induce a 10% DTMR change. This error is consistent with the average
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Fig. 8: Motion of IHDA and tumor centroid for 15 MVCBCT and 2 planning CT
(MVCBCT with irregular breathing is excluded)

difference between FDK and ART measurements. There are a few cases with a
significant exception such as the one on day 7. The motion of both the IHDA
and the tumor centroid in this scan is relatively small. The division between the
two measured motions to compute the DTMR further increases the inaccuracy,
which is part of the reason for the larger error. DTMR from the planning 4DCT
taken 6 days before the first treatment day is much smaller than that of the
MVCBCT, possibly due to discrepancies in tumor volume and/or natural vari-
ations in breathing patterns from one day to the next. For the planning 4D CT
taken on the 4th week, the DTMR is close to that of the MVCBCT. Typically
most images have a DTMR larger than 1, which is consistent with lung expan-
sion during inhale. For the few cases where DTMR is smaller than 1, they may
be due to manual identification and contouring errors, but it is also possible that
the patient was breathing more with their chest than with their diaphragm.

In this study we have verified the feasibility of assessing tumor response based
on respiratory sorted MVCBCT derived tumor volumes. Parameters measured
for the tumor contour and the IHDA in MVCBCT images are close to those
of the planning CT and are in a reasonable range, except for a few cases in
the first week of the MVCBCT, probably due to the time delay between 4DCT
imaging and the first treatment fraction. The comparison of the DTMR for plan-
ning CT data and MVCBCT data also shows that it is feasible to use limited
projection reconstruction to determine the tumor and diaphragm motion rela-
tionship. Although the result is only based on one patient and it is hard to draw
a conclusion about lung volume measurement accuracy, it shows the feasibility
of observing trends in tumor size changes and measuring the DTMR to establish
a relationship between tumor and diaphragm motion.

Reconstruction artifacts induced by incomplete projections and truncations
are the main reasons that affect tumor contour accuracy. The accuracy of using
respiratory sorted MVCBCT reconstruction to measure object size and motion
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still needs to be assessed. It will be very helpful to image an object with prior
knowledge about its density, shape and size, in order to quantify the reconstruc-
tion error. Our future study will focus on phantom design and quantification of
the reconstruction accuracy.
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Abstract. Molecular imaging is an important tool that has found wide-
spread use in the diagnosis and observation of various diseases and has
more recently been used in areas such as drug development in order to
facilitate the observation and analysis of newly developed drugs. The
amounts of data in drug development experiments may be very large
due to the involvement of both spatial and temporal information of med-
ical images. Imaging techniques can facilitate the analysis of this data
by automating information extraction and providing meaningful results.
We propose a fully automated approach to pulmonary diagnosis in the
context of drug development experiments using image segmentation and
registration techniques. In particular, we propose a modification of the
Chan-Vese approach for a stable segmentation of the lungs which then
serves as a starting point in a spatial alignment process. Our results
demonstrate the feasibility and potential of the proposed approach.

Keywords: image segmentation, image registration, automated diagno-
sis

1 Introduction

Medical imaging is a relatively new technology that has found widespread use
in the observation and diagnosis of various diseases and symptoms. More re-
cently, this technology has penetrated such areas as drug development in order
to facilitate the observation of the effects of newly developed drugs on various
subjects.

Drug development experiments employing medical imaging techniques (such
as CT and SPECT) may produce large amounts of data since spatial and tem-
poral information spanning over a few weeks or months (e.g. 8 months) may be
utilized to derive an informed conclusion of the effectiveness of the drug and its
short and long term effects. The scans may be taken in regular intervals over the
duration of the treatment and therefore corrections may need to be made to the
data due to
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— the position of the subject changing in consecutive scans,

different machine artifacts over the period of treatment,

artifacts introduced by motion such as breathing, heart-beats or other invol-
untary motions and

physiological differences in the subject over the period of treatment.

When the amount of data in such experiments is large the automatic correction
of the aforementioned artifacts becomes indispensable in order to minimize the
time and resources needed to process the information and provide meaningful
results.

This paper focuses on the automated correction of motion artifacts intro-
duced by the placement of the subject in the scanning machine in consecutive
scans.

1.1 Problem Description

The objective of the project presented in this paper is to facilitate the observation
of the effects of a newly developed drug on the lungs of a subject over the period
of treatment.

The approach taken by the McMaster Pre-clinical Imaging Facility to observe
the effects of the treatment on the lungs is by tracking the development of the air
flow and blood circulation in the lungs using SPECT (Single Photon Emission
Computed Tomography) and CT (Computed Tomography) data acquired using
a combined SPECT-CT scanner. This approach is commonly taken when looking
for such diseases as cancer or pulmonary embolism [5,9,10].

unhealthy healthy

ventilation fused data perfusion

Fig. 1. Visualization of the diffusion of the perfusion contrast agent (right) showing
blood-flow, ventilation contrast agent (left) showing air-flow and fused data (centre)
showing potentially unhealthy regions in the lungs.

In order to track air flow in the lungs a ventilation contrast agent (Tc-99m
Technegas) is inhaled by the subject and its diffusion is tracked using a SPECT
scanner. Similarly, a perfusion contrast agent (Tc-99m labeled macro-aggregate
albumin) is injected in the bloodstream and its diffusion is tracked using the
same scanning machine [5,9]. The air and blood diffusion data, “fused” together,
provide information about healthy and unhealthy regions in the lungs [5,9,10]
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as shown in Figure 1. As an example, cancer can be identified by regions in the
lungs where the blood flow is high but air flow is poor.

The fusion of the ventilation and perfusion SPECT data and its interpreta-
tion is outside the scope of this paper. The problem treated here deals with the
automatic (or unsupervised) alignment of the ventilation and perfusion SPECT
data, since these are taken more than two hours apart, so that the data is ready
for fusion and interpretation.

SPECT data provides only information about the diffusion of a contrast
agent in the lungs and this may not at all me indicative of the shape of the
lungs. Also, the structural differences between ventilation and perfusion SPECT
may be large (see red and blue areas in Figure 1). This complicates the task of
aligning the SPECT data meaningfully.

Using a combined SPECT-CT scanner, CT and SPECT data can be ac-
quired almost concurrently (two minutes apart) and output a pre-aligned pair
of ventilation (or perfusion) SPECT and CT. Therefore, to obtain the desired
alignment between the two SPECT data, the corresponding pre-aligned CT data
are used since they contain consistent information about the shape of the lungs
and exhibit more structural consistency over different scans.

Since SPECT data contains information about the lungs then the CT data
pair must be aligned using information from the chest region (i.e. lungs, heart,
ribs and other proximal tissues), which in this paper are referred to as the target
region. The intent is to remove far away objects or organs (head, limbs, muzzle
holder etc.) that might obstruct the proper alignment of the chest between the
two CT data. The target region is found using a novel segmentation technique
which is a central step in the correct alignment of the ventilation and perfusion
CT data.

1.2 A High-Level Description of the Alignment Process

At a high-level the alignment process designed in this project aims to automat-
ically align the perfusion and ventilation SPECT by finding a transformation
which aligns the corresponding perfusion and ventilation CT using the the tar-
get region. The alignment process is broken down into the following steps.

1. Find an approximate region of the lungs in the perfusion CT data using the
perfusion SPECT data. Since the location of the lungs in the perfusion CT
data is not known the perfusion SPECT can provide some “hints” due to
the fact that it only contains information about the blood-flow inside the
lungs.

2. Use a segmentation technique, which uses the region found in the previous
step as an initial guess, to extract the lungs from the perfusion CT and lead
to the target region.

3. Finally, a rigid model multi-level image registration method is used to align
the target region in the perfusion CT to the ventilation CT. The resulting
transformation is used to align the perfusion and ventilation SPECT data.

Figure 2 shows a sketch of the aforementioned steps.
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Fig. 2. Diagram of the perfusion/ventilation alignment process.
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2 A Detailed View of the Methods Used in the Alignment
Process

This section describes the reasons behind each step of the alignment process as
well as some of the mathematical details of the segmentation and registration
methods.

2.1 Ellipsoid Fitting: Finding the Initial Region

In the first step of the alignment process, the aim is to find an approximate
location where the lungs are situated in the perfusion CT scan. Because the
region where the lungs may be situated is narrowed down the initial guess for
the segmentation step is stabilized. Initially, the alignment process “does not
know” where the lungs are in the perfusion CT, but because the corresponding
perfusion SPECT contains only information from inside and closely around the
lungs the SPECT can be used to indicate an initial region of the lungs in the
CT as shown in Figure 3.

(a) (b)

Fig. 3. A typical result of the initial region (a) on the perfusion SPECT and (b) on
the perfusion CT.

In this step, the initial region is described by a smooth ellipsoid since it is an
easy shape to describe mathematically. The shape of the initial region is not of
importance since it is modified in the segmentation step.

While a simple thresholding of the perfusion CT data may seem sufficient at
first this complicates the problem of finding a region of interest that does not
include structures such as the arms and neck. For instance, a simple thresholding
(e.g. at -300 HU) would include “fatty” structures in the arms of the mouse
in addition to the lungs rendering the initial guess for the target region too
large and making the result of the following segmentation step “less reliable”. In
addition, it is a challenging task to find an appropriate thresholding value and
a considerable amount of time needs to be spent analyzing each sample of data.
In order to avoid these challenges, the ellipsoidal region bases its initial guess on
the perfusion SPECT data which contains only lung information however small
this may be.
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The ellipsoid used in this project is three-dimensional and is described by
the function

1 R <05
W(wa)=¢ -G 4 1 g5<R<1 (1)
0 R>1

with

() () () e

This defines an ellipsoid parameterized by w whose “density” increases smoothly
towards the centre with 0 < W(w,x) < 1.

The aim is to find the smallest ellipsoid enclosing a thresholded version of
the perfusion SPECT data as shown in Figure 3(a). Considering that the high-
est concentration of contrast agent is exhibited in the inside of the lungs, the
threshold value is chosen so as to remove small nonzero values outside the lungs
(or “miscounts”).

Minimizing the objective function

F(w) = [[w? + w2+ wdlla + o /Q u(@)(1 - W(w, z))dz (3)

the smallest ellipsoid enclosing the thresholded perfusion SPECT data

u(x) = { L g(x) > threshold

0 g(x) < threshold (4)

is found where g : £2 — R is the image and 2 C R? is the image domain with
d = 3. The parameter o > 0 is chosen empirically. In equation (3), the first term
aims to minimize the radii of the ellipsoid while the second term aims to include
as much data as possible inside the ellipsoid. The minimizer of equation (3) is
found using the Gauss-Newton method available in FAIR [4].

2.2 Lung Segmentation: Refining the Initial Region

The initial region obtained in the step described in the previous section may be
so large that it may enclose organs or objects of the perfusion CT data which
might obstruct proper alignment of the chest. Conversely, the initial region may
be so small (due to poor circulation in the lungs) that the information it contains
may be insufficient to properly align the perfusion and ventilation CT. For these
reasons, the initial region must be refined to a shape that is comparable to
the size of the lungs as they appear in the perfusion CT (see Figure 4). The
extraction of the lungs (or target region) can be performed using a segmentation
method.

While a large variety of segmentation methods exist, including region grow-
ing, histogram-based, model-based and edge detection methods [1,6], a segmen-
tation method based on the Chan-Vese model [13] was chosen. All of the afore-
mentioned methods may be used for lung segmentation, however, the choice for
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this project was based on the fact that a “stable” initial guess for the target
region is obtained from the perfusion SPECT data in the step described in the
previous section (i.e. a guess which lies either mostly inside the lungs or very
proximally to their surface) and also on the requirement of avoiding the super-
vision of the segmentation and registration steps. Region growing methods may
also have provided the desired result, however, this has not been tested.

evolve

Fig. 4. The evolution from (a) the initial region to (b) the target region closely enclosing
the lungs in the perfusion CT data.

A Novel Segmentation Method The Chan-Vese method [13] seemed to bet-
ter fit the needs of this project since the image needs to be partitioned into only
two regions (the lungs and the “rest”) and therefore a simple two phase piece-
wise constant model is sufficient. However, the Chan-Vese approach [13] did not
provide the desired result (see Figure 5) and the energy functional was modified
to

E(@)=p /Q VH(6(x)) | + v (5)

V- [ Hte)is

- /Q llg(z) — el [2H (¢(x))da

Here, p1,v, A > 0 are scalars which are chosen empirically, £2 C R? is the image
domain with d = 3, g : 2 — R is the image, ¢ : R — R is the level-set
function [11], H is a smooth approximation to the Heaviside function as proposed
in [13,14], V is a constant representing a rough estimate of the volume of the
lungs and ¢ is a constant representing an estimated average intensity value (in
this case in Hounsfield Units) inside the lungs in the CT data.

In equation (5), the first term aims to minimize the segmenting surface de-
fined as I' = {x|¢(x) = 0} [7,8,13], the second term asks that the volume inside
I' be as close as possible to the estimated volume V and the third term asks
that the region of the perfusion CT data g inside I" be as close as possible to the
estimated average intensity value ¢. The functional in (5) is minimized using a
variational approach and the same discretization scheme proposed in [13].
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(a) (b)

Fig. 5. Coronal slices of 3D data showing (a) a typical initial guess and (b) a typical
result of the Chan-Vese segmentation method with segmented area shown in red.

The main difference between our functional and that proposed by Chan and
Vese in [13] is that our functional is only affected by intensity values of the data
inside the segmenting surface while the functional proposed in [13] is affected by
values both inside and outside the segmenting surface.

As a concluding step in the refinement of the initial region, an ellipsoid is
fit on the segmented region using the same approach described in Section 2.1.
The motivation behind this additional step is to stabilize the registration. The
less information is used from the perfusion CT the more sensitive to noise the
registration becomes and also other regions in the ventilation CT (e.g. fatty
tissues in the arms) may match the intensity values in the lungs. The ellipsoid
enclosing the segmented region is a simple way to include closely surrounding
tissues, specifically the ribs, which may help in providing more information for
the rigid registration due to their relatively rigid structure. This final ellipsoid
will be referred to as the target region.

2.3 Registration: Aligning the Ventilation and Perfusion Data

In the last step of the alignment process, the aim is to use a registration method
to find a rigid transformation that aligns the perfusion and ventilation CT by
using the target region. For the purposes of this project (in small animal imaging)
a rigid registration model is sufficient and was also recommended by the staff
at the McMaster Pre-clinical Imaging Facility, however, for larger animals and
humans an affine or elastic registration model may have to be used.

In particular, the objective functional

W) = 3 [ (Tly(v.2) = R(z)*da (6)
was minimized in order to find a rigid transformation y parameterized by v
(allowing only for rotation and translation) that increases the similarity between
the target region weighted perfusion CT data, T, and the ventilation CT data,
R. The reason for the spatial filtering is to remove unwanted organs or objects
(head, legs, muzzle holder etc.) in the perfusion CT data that might obstruct
registration of the chest area between perfusion and ventilation CT.
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The registration of the CT data is multi-level [2,3], where the two images have
been registered at multiple gradually increasing resolutions. Multi-level image
registration is an effective strategy to avoid local minima [2]. Functional (6) was
minimized using the Gauss-Newton method available in FAIR [4].

Finally, after obtaining the optimal parameters v, the rigid transformation
is applied to the perfusion SPECT for alignment to the ventilation SPECT.

3 Testing the Alignment Process

Materials The materials provided by our clinical partners for this project con-
sist of SPECT and CT samples of a mouse taken over a period of six weeks for a
total of 24 samples. For each week two pairs of pre-aligned data were provided,
namely ventilation SPECT and CT and perfusion SPECT and CT at a resolution
of 256 x 256 x 256 voxels. The size of each sample is (58.88 x 58.88 x 58.88)mm?.

Experiment Setting To test the alignment process the ground truth was
simulated on real-life data using a set of 60 randomly generated transforma-
tions with mean zero for both rotation and translation and standard deviation
Orotation = 0.3rad and oyransiation = 7mm. The simulated transformations are
roughly 20 times larger than those found in real-life data. The results of the
segmentation and alignment process for the real-life data were also visually in-
spected for correctness.

The perfusion SPECT data, after some observation, was thresholded at in-
tensity value above 300 counts. The parameter « in the ellipsoid fitting objective
function (3) was set to a = 1.

The parameters for the minimization of the novel segmentation functional (5)
were found empirically and set to ¢ = 0.5 - 2552, v = 10°, A = 1 with a fixed
time-step 7 = 0.046. The segmentation was performed at 16 x 16 x 16 voxels.

The resolutions used for the multi-level registration are 2¢ x 2! x 2¢ voxels
with i = {3,4,5,6}.

Alignment Process Results The results obtained for the simulated set of
transformations are summarized in Table 1 in terms of the absolute error between
the simulated transformation and the result of the alignment process showing
both the mean and standard deviation for translation and rotation.

In order to get a better idea of the “reliability” of the alignment process it
is also important to look at the target regions obtained for each week. Table 2
summarizes these results.

The alignment process takes on average 5 iterations (0.5 seconds) for the
ellipsoid fitting steps, 15 iterations (20 seconds) for segmentation and 3-6 it-
erations (3 minutes and 20 seconds) for the multilevel registration step. The
machine used is a standard PC with 2 GB of RAM and a 2 GHz AMD Turion
X2 processor running in Matlab.



-106- THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS

Mean
Rotation (rad) [-2.0447 - 10~°[—3.5597 - 10~°[—2.2869 - 10~°
Translation (mm)|—7.9440 - 10~°[—2.4414 - 10~%[—1.2205 - 103

Standard Deviation

Rotation (rad) 2.7496 - 107°| 3.3461-107°| 3.4985-107°
Translation (mm)| 1.2506- 103 1.3136-10~3] 1.4992-10~3
Table 1. Absolute error between the simulated transformations and alignment process
results summarized in terms of mean and standard deviation.

.. Week
Radii (mm) T 5 3 7} 5 G
w1 6.4212(4.8325(4.1047(4.2579|2.4686(2.0770
woy 7.1103|5.5471(6.1601(4.4618|3.5114|2.0770
w3 5.8149(3.5433(3.4566(3.0731|2.1633|0.7248

Table 2. The target region radii may vary for each week depending on the perfusion
SPECT thresholding value (here > 300 counts).

4 Discussion and Conclusions

The novel segmentation method proposed in this paper has shown to be effective
for the purposes of lung segmentation and has provided the desired results.
The objective functional (5) is not convex since the result of the segmentation
depends on the starting guess, however, by stabilizing the starting guess using the
ellipsoid fitting method described in Section 2.1 the result of the segmentation
has shown to be very consistent (see Figure 6).

Furthermore, the overall alignment process has shown to be reliable since
the absolute error in the resulting transformation was in the order of 1072 for
both rotation (rad) and translation (mm) given that the target region changes
considerably in each week (see Table 2) and the smallest cell size used for reg-
istration is ~ 0.92mm at the edge. The down-sampling of the data for both
segmentation and registration is done to decrease computation time but also to
test the sensitivity of the overall alignment process against varying resolutions.
This has shown to work quite well for very “rough” samples of data as presented
here as well as for finer data without changing parameters.

The novel segmentation method proposed in this paper achieves the desired
result using only two additional pieces of information, namely an estimated lung
volume and average intensity value in the lungs. While it is hard to estimate these
two parameters accurately, from the tests carried out so far it seems the segmen-
tation method will provide the desired result even for very rough estimates. For
instance, in this project the lung volume was estimated as one-sixteenth of the
total volume of the data which is a very rough estimate. In reality, the lung vol-
ume may be estimated using statistical data based on species, age, weight and
other factors. In addition, the average Hounsfield unit values used for the lungs
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Fig. 6. Typical initial guesses 6(a)-6(c) and their respective results 6(d)-6(f) shown
in coronal slices of 3D real-life data. The area in red represents the region inside the
segmenting surface.

(f)

were set between —100 HU and —400 HU but the segmentation method still pro-
vides the desired result even though the actual average value is —150 HU. The
segmentation parameters p, v and A in equation (5) remain unchanged for the
samples of data presented here. In fact the parameter p has not been changed
for other (synthetic) data sets as well, however, the parameters 8 and A may
need to be tweaked very slightly from the values presented above to obtain the
desired result.

One limitation of the alignment process is the thresholding of the perfusion
SPECT data for ellipsoid fitting. In the future this step will be substituted by the
Chan-Vese segmentation model which, after some preliminary tests, has shown
to provide much better results without the need of estimating a threshold value.
Furthermore, the resulting level-set function from the Chan-Vese segmentation
method can be used as the initial guess for the novel segmentation functional (5).

Other considerations for the improvement of the alignment process include
improving the numerical optimization scheme of the segmentation step, per-
forming multi-scale segmentation of the perfusion CT data and using non-rigid
registration models.
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Abstract. This paper describes a new method for airway segmentation
from CT images. We propose a form of adjusted image gradients for
thin airways segmentation and apply it in multi-stencil fast marching. A
graph of airway path segments is constructed from the arrival time func-
tion of fast marching. Instead of detecting leakage during segmentation,
our method verifies each path segment in a separate step, using a novel
leakage cost function defined on the whole path. Our scheme of path
removal can be viewed as complementary post-processing for existing re-
gion growing methods. Experiments show that the proposed method can
remove leakage regions while keeping most thin airways.

1 Introduction

Segmentation of airway trees from computed tomography images is critical for
various clinical applications involving pulmonary diseases. Diameters of fourth
generation airway in a typical CT image are about two or three voxels wide. The
limitation of imaging resolution and noise lead to the inhomogeneity of image
intensities inside airway walls and also the blurring effects around airway walls.
These factors make the balance between detecting leakage and extending thin
airways very critical in airway segmentation

Various algorithms have been proposed in the literature. Schlatholter et al
used level set methods for a simultaneous segmentation and tree reconstruction
framework [1]. The authors proposed several heuristic rules to detect leakage
in the growing regions. Tschirren et al proposed to keep an active region of
cylinder shape [2]. By tracking the orientation of active cylinder, the active region
was extended to next possible airway location. A multi-threshold approach was
adopted in [3] to increase robustness in growing airways trees. Recent work from
Christian et al [4] used gradient vector flow to guide growing direction. The work
of [5] focused on extending thin airways by computing the shortest paths inside
a search sphere from end points in the initial segmentation.

Many of these algorithms have shown successful segmentation of the bronchi
and trachea. However, for the third and higher generations in the airway tree,
current segmentation results still have room for improvement, indicated by a
recent evaluation on 15 airway segmentation algorithms [6].

In this paper we explore a new approach in airway segmentation. Instead
of mixing airway segmentation and leakage detection at every iteration as in



[4,5], we divide this problem into a hypothesis generation of thin airway paths
and a post processing procedure of removing leakage path candidates. For the
purpose of generating as many hypotheses as possible, we propose a novel speed
function for thin airways. To exclude leakage regions, we propose a novel cost
function defined on the whole path candidate. Such a scheme is more flexible
when evaluating the whole path and can be viewed as complementary to current
region growing methods.

2 Methods

Our method includes two steps: path candidate generation and path candidate
removal. In the first step, we generate all initial path candidates in the segmen-
tation using the fast marching method. A new formulation of adjusted image
gradients is proposed to compute the speed image. Path candidates are then
extracted by back tracing in the arrival time function. Next, those paths which
may contain the leakage regions are further removed from the initial segmenta-
tion using our novel leakage cost function.

2.1 Initial Segmentation Using Speed Function on Adjusted
Gradients

We use fast marching as the first step to generate the initial airway segmentation.
The arrival time is modeled by the Eikonal equation |VT|F = 1, where F is the
speed function of the propagation front and 7' is the arrival time. Given the 3D
image volume I, one form of the gradient based speed function is F' = e~ ?IV1l
used in [1]; G is a scalar weighting coefficient.

By definition VI usually has high values at the locations close to the boundary
of airways, both inside and outside the airway. Thus fast marching will have a
low speed along the boundary inside airways. For the trachea and bronchi, this
is not a practical problem since the airway boundary takes a small portion in
the whole volume. However, for thin airways (like fourth order airways), where
the diameter of the airway is about two voxels wide, the speed F would be low
along whole thin airway segment and this would prevent fast marching from
successfully extending further (See Fig. 1b).

Using |VI| directly is not suitable for front propagation along thin airways
with partial volume effect. One way to deal with this problem is to interpolate
image to a higher resolution, or to assign a special label for airway boundaries
in fast marching. Here we propose a different solution by adjusting the defini-
tion of image gradients. The ideal gradient for airway segmentation should be
defined only on the wall of airways (brighter voxels) rather than inside airways
(darker voxels), such that the speed inside airways are high while low outside.
To formalize this notion, the following modified gradient is proposed:

o() = {|v](x)| i [T (¢ + 3n,) — I(2)| < [T(x) = T (& — Ina) | "

0 otherwise.
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n, is the unit direction of the gradient: n, = Izﬁgl and is measured in voxel

units. Note that this definition is not for leakage detection, but for generating
all possible airway segmentation.

With this gradient definition, the corresponding front propagation equation
becomes F' = e P9(%) A seed point zg in the trachea region is selected as the
initial condition T'(zp) = 0. A comparison of results using g(z) and VI(x) is
shown in Fig.1. The fast marching gives the correct segmentation using the
proposed ¢g(z) on this thin airway segment.

Another issue in solving front propagation for thin airways is the choice of
connectivities. Many airway segments are extended along diagonal directions.
However, Sethian’s original fast marching method (FMM, [7]) is not accurate
along these directions as it computes the derivative using 6-connectivity. In or-
der to adopt the 26-connectivity in fast marching, we applied the multi-stencil
fast marching method (MSFM, [8]) to solve the equation in practice. Compared
to FMM, MSFM solves the equation along several predefined stencils to cover the
entire 26 neighboring locations. For those stencils that are not aligned with the
natural coordinate system, the equation is derived using directional derivatives.
Details of MSFM can be found in [8]. A 26-connectivity is especially impor-
tant for fast marching in thin airways when one location has no 6-connectivity
neighbors in the airway.

2.2 Path Candidate Generation from Initial Segmentation

Given the arrival time function 7" and a threshold g, the initial segmentation is
obtained as S = {z|T'(z) < to}. S contains both airway tree segments and leak-
age regions. A nice property of the function T is that the propagation path from
any given location to the seed location xg can be traced back using the gradient
of T. Our motivation is to cluster voxels in S into different path segments. In

Fig. 1. Example of the proposed adjusted image gradients. (a) A region containing a
thin airway (b) Gradients computed as |VI|. Note that it has high gradients inside the
airway, which prevent fast marching. (c) Airway segmentation using (b) to compute
speed image and MSFM. (d) Adjusted gradients computed using g(z). Only the gra-
dients in the bright airway wall are preserved. (e) Airway segmentation using adjusted
gradients in (d) to compute speed image and MSFM.



turn, leakage can be detected on voxels in each path segment as a whole, instead
of on each voxel individually.

More formally, a graph G is built to describe the structure of the binary mask
S. Each node in G is a cluster of voxels in S, corresponding to part of the airway
or to part of the leakage. We apply an approach similar to [1] and [9] to get the
graph G.

First a distance field, D(z), to the initial seed point xg is computed in the
domain S. Then each continuous value D(x) is discretized into an integer j
such that Do(z) = j if jh < D(x) < (j + 1)h, in which & is the bin width for
discretization. By assigning a node n to one connected component of the same
integer value in Dy(x), a graph G is constructed from S. Neighboring connected
components are connected in the graph. The bin width h controls the shape of
each node in the airways so that a node is roughly a tube-like structure. An
example of the graph construction using discretization is illustrated in Fig.2.

The propagation from initial seed point zo to a voxel z; in .S, denoted as

dC'(t vD

C3l, can be traced by solving ordinary differential equation di ) = fW

with boundary condition C(t1) = x; and C(0) = zp. We define the path from
xo to x1 on the graph G as the series of nodes that intersect with C(t):

Pyt ={nlnec G,nNC;! # @} (2)

2.3 Leakage Removal Using Cost Function on Path Nodes

Each path segment node n in G is a candidate for leakage removal. We consider
three properties of the path segment: its volume, its vesselness measurement and
how it is separated from the background in the image. The first two properties

Fig. 2. Path graph construction. Only the airway tree in the right lung is shown. (a)
Initial segmentation S using fast marching with adjusted gradients. (b) Distance trans-
form D inside S with color bar shown on the right. (¢) Graph G using discretization on
D. Nodes {n} are colored by red, green and blue. Each node n has the same discretiza-
tion value in Do and belong to the same connected component. (d) Final segmentation
of airway tree using our path segment removal approach.
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have been investigated in the literature [1,4,5]. In this paper we use Frangi’s
vesselness definition [10] on dark tubes to measure each voxel in n. Those voxels
of vesselness smaller than ¢,.sse; are removed from node n. The nodes of a volume
greater than a threshold t,,; are also removed. These two properties make sure
that path segment n is of a tube-like shape, however, it may still contain leakage
areas (see Fig.3 for an example).

We propose a novel leakage cost function to estimate how each path node can
be separated from background. For each node n, its medial axis is computed as
the segment direction . The local coordinate system use this direction as z axis
of the segment. The surrounding region of n (obtained from image dilation oper-
ation) is then divided into & sections by different angles uniformly distributed in
the z-y plane. Fig.3 shows an example of k& = 8 sections in different colors. If the
node has leaked into the background from some direction, the average gradient
in that section would be low.

The leakage cost on path n, S(n), is defined as the minimum of average
gradients in all sections:

S(n) = miin ln Z g(x) (3)

where g(x) is the adjusted gradient in section 2.1, N;(n) is the neighborhood of n
in the i-th angle. The nodes of S(n) lower than a threshold ¢ are considered as
leakage and are removed from G. The final airway segmentation is the connected
component in G that contains most remaining nodes.

Fig. 3. Example of the proposed path leakage cost function on a node of leakage. Left:
shape of the node is similar to airway, but is not part of airway. First and second rows
in the middle: on left) one 2D slice with the path n shown in brown; on right) & = 8
sections of the neighborhood of n in different directions, each section N;(n) shown in
different colors. Last row in the middle: bar plots of m > ven;(n) 9(x) with each i
shown in corresponding colors. Right: surface rendering of the k = 8 sections. Location
a has an leakage in the upward direction; however location b is difficult to segment
locally. Our proposed cost S(n) is defined as the minimum of the k& = 8 values (the red
bar here), which is significantly lower than other bars.



3 Results

The proposed method was applied to extract airways in four canine specimens
at 15 months after pulmonary lobe surgery (part of lobes were removed). The
images were taken under forced inflationary pressure of 30 cm HO. All images
have a slice thickness of 1.25 mm and in-plane resolution of 0.46x0.46 mm?. The
airways in these volumes were semi-supervised extracted and manually modified
as the ground truth for evaluation.

In all our experiments, parameter § used in computing speed function was
set to 0.05. The initial segmentation threshold ¢ was 200. The distance field
D(z) was discretized by bin width A = 2. The value of h is related to the
length of the node in practice. We tested h from 2 to 4 and got similar results..
We applied the multi-scale strategy when computing Frangi’s vesselness, using
four scales s = 0.5,1,2,3 (see the discussion of scale s in [10]). For each path
node n, its surrounding neighborhood was obtained by computing the dilation of
radius= 3 and was further divided to k = 8 sections along the segment direction.
The vesselness threshold was 30 and the volume threshold was 1000. The final
segmentation was given by removing all path nodes whose path leakage cost
S(n) was lower than 10.

Our method requires a seed point in the trachea region as the initial condition
for fast marching. While such points could be easily manually selected, we further
automated the whole process by applying Hough transform on circles. Assuming
that the trachea was roughly aligned with z axis in image volume, we scanned
each slice along z axis from the top and the seed point xy was identified as the
center of the first detected circle.

All final segmentation results S were evaluated against the manually labeled

airway trees Sy. Using | - | to denote the number of voxels in a set, we computed
|SUS, | [S—Sq|

the recall rate as ST the false alarm rate as El and the missing rate
as ‘S‘gls | As trachea and bronchi are relatively easy to segment using region

growing approaches and our main interest was to extract thin airways, these
regions were excluded in computing both S and S;. Another reason is that the
trachea and bronchi might take up to 95% volume in the whole airways; thus it
should be excluded as a huge bias in evaluating thin airways. An example of our
final segmentation is illustrated in Fig.4. Missing regions S, — S are colored in
blue and false alarm regions S — S, in red (in Fig.4b).

On the four canine specimens, our algorithm got the average recall rate of
96.8% and the missing rate is 8.2%. Most missing regions are extended from the
end segments of 2 to 3 voxels wide. The false alarm rate is 3.2%, but we observed
that many of the false alarm regions are due to the human label errors. These
are not leakage regions in segmentation, which shows the good performance of
our path elimination approach in preventing leakage while keeping most airways.

THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS



THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS

Fig. 4. Surface rendering of an example result using the proposed method. (a) Seg-
mented airways using our approach. (b) Comparison with ground truth. The blue
regions are labeled in ground truth but missing in our results. The red regions are
labeled in our results but missing in ground truth. The brown regions exist in both
ground truth and our results. (c) Example of the trachea and bronchi region, which is
excluded when computing the rates.

4 Discussion

In this paper we proposed a new method for extracting airway trees from 3D
computed tomography images. We focused our method on removing leakage
regions while still segmenting most thin airways. Compared to existing region
growing methods, our method has a unique path removal procedure to exclude
potential leakage. A graph of path candidates is constructed from the arrival
time using the fast marching method. The leakage regions are identified from
all path segment candidates using our proposed leakage cost function. A similar
idea of checking different directions was proposed in [11]. They used gradients
in different radial directions from one voxel to track vessels. In comparison, our
cost function is defined on the node of a whole path segment for leakage removal.
Each node is a higher level structure, which is more robust to noise and has a
more flexible definition. Furthermore, this is not a linear measurement which
means it can not be represented as an integration along the path. Thus we do
not use Dijkstra’s algorithm, which was used in [5].

The second contribution in this paper is that we proposed a form of adjusted
gradient in computing speed image. We also apply multi-stencil fast marching for
a 26 connectivity neighborhood in thin airway segmentation. We show that thin
airways of 2 to 3 voxels wide can be extracted by our adjusted image gradients
and utilizing the connectivities along diagonal directions in fast marching.

It should be noted that our approach is not contradictory to existing region
growing methods. By separating the leakage detection as a post processing step,
our method can take the advantage of current work on region growing while
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reducing leakage. The result from one approach can be used as input to the
other. For example, the missing rate in our experiment may be further improved
using the method in [5] in the stage of generating path candidates.

The number of datasets used in the evaluation is limited. A larger evaluation
data set is needed in our future work. Also, we used manual segmentation as
our ground truth. An alternative for constructing the reference is combining
results from different algorithms as in [6]. It would also be interesting to test
our algorithm on the output of other algorithms to verify the effectiveness of
post-processing.
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Abstract. The goal of this study was to present a method for physiologic
validation and show results for a comparison of the 4D-CT ventilation and
SPECT ventilation or perfusion. A 4D-CT and a SPECT ventilation/perfusion
(V/Q) (Vspecr and Qgprer) scans were acquired for a lung cancer patient. Two
4D-CT ventilation images were created using two metrics: Hounsfield unit
(HU)-change (Vip.cr'V) and Jacobian determinant (Vp.cr'™), and were
compared with SPECT. The 4D-CT ventilation images were of higher
resolution than SPECT. Areas of visual agreement and disagreement were
identified. Vgpgcr suffered from central airway depositions. Quantitatively, the
correlation coefficients with Vgpger (Qspecr) were 0.030 (0.357) for V4D_CTHU,
and 0.184 (0.479) for Vip.cr™. The physiologic accuracy of 4D-CT ventilation
imaging has been evaluated on a human subject. The weak correlations with
SPECT could be due to limitations of the 4D-CT and/or SPECT techniques.
Further investigation and patient studies are needed.

Keywords: Lung, functional imaging, ventilation, four-dimensional (4D)
computed tomography (CT), single photon emission CT (SPECT).

1 Introduction

Imaging techniques of regional pulmonary function would further our understanding
of pathophysiological characteristics of pulmonary diseases and also could be used for
functional avoidance in lung cancer radiotherapy. Regional pulmonary function can
be represented by ventilation or perfusion. There are several techniques for
ventilation imaging which includes nuclear medicine imaging (the current standard of
care) [1], hyperpolarized gas magnetic resonance (MR) imaging [2], and Xe gas
computed tomography (CT) imaging [3]. These techniques have drawbacks such as
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low resolution, high cost, long scan time, and/or low accessibility. Ventilation images
can be created by a novel four-dimensional (4D) CT-based technique in three steps,
by (1) acquisition of 4D-CT scans, (2) spatial voxel-wise mapping of different
respiratory phases of 4D-CT images using deformable image registration (DIR), and
(3) quantitative analysis of the resultant displacement vector fields (DVFs) for
computing the ventilation metric. Guerrero et al. have originally developed this
method using paired breath-hold CT images [4]. They used DIR to map the peak-
exhale CT image to the peak-inhale image, and calculated the change in the fraction
of air per voxel as regional ventilation based on the theory proposed by Simon [5].
Several investigators have applied this approach to 4D-CT images with some
modifications [6-10]. The 4D-CT ventilation can be considered as ‘free’ information,
because 4D-CT scans are in routine use for lung cancer radiotherapy in many centers,
and ventilation computation involves only image processing (i.e., DIR) and analysis.
Moreover, 4D-CT ventilation imaging has high resolution, low cost, short scan time,
and high accessibility. There are various DIR algorithms and two ventilation metrics
that have been and could be used for 4D-CT ventilation imaging [4, 6-10].
Variability in the DIR results between algorithms has been reported [11, 12], which
could potentially impact 4D-CT ventilation imaging. To date there has been limited
physiologic validation of 4D-CT ventilation imaging. Reinhardt et al. demonstrated a
reasonably high correlation (average, R* = 0.73) between the average ventilation
values in 4 mm thick sub-regions determined by the 4D-CT ventilation and Xe-CT for
5 anesthetized sheep [8]. Yamamoto et al. compared the 4D-CT ventilation in
emphysematous (i.e., known low signal regions) and non-emphysematous lung
regions for 12 patients, and demonstrated significantly lower ventilation in
emphysema (p < 0.001) [13]. More recently, Castillo et al. compared the 4D-CT
ventilation and single photon emission CT (SPECT) ventilation for seven patients,
however demonstrated low Dice similarity coefficients (i.e., < 0.4 on average) for the
functional lung segments. More thorough validation is clearly needed for human
subjects. The goal of this study was to present a method for physiologic validation
and show quantitative results for a comparison of the 4D-CT ventilation and SPECT
ventilation or perfusion in a lung cancer patient.

2 Methods and Materials

First, we acquired a 4D-CT and a SPECT ventilation/perfusion (V/Q) (Vspgcr and
Ospect) scans for a lung cancer patient. Second, we created 4D-CT ventilation
images. Two different 4D-CT ventilation images were created using two metrics:
Hounsfield unit (HU)-change (Vip.ct") [4, 5, 7, 10, 13] and Jacobian determinant
(Vap.ct™) [7, 8, 13]. Finally, we quantified the physiologic accuracy of 4D-CT
ventilation imaging by comparison with Vspger and QOspecr. Here we define the
physiologic accuracy as the voxel-based correlation between the 4D-CT ventilation
and SPECT. Fig. 1 shows a schematic diagram for this process. Viper™© and Vip.
or™ were created in three steps, by (1) acquisition of 4D-CT scans, (2) spatial voxel-
wise mapping of the peak-exhale 4D-CT image to the peak-inhale image using DIR,
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and (3) quantitative analysis of the resultant DVFs for computing the ventilation
metric (see the section 2.2 for more details). We also performed a SPECT/CT V/Q
scan (see the section 2.3). Each of V and Q scans consisted of a low-dose CT
acquisition followed by a SPECT acquisition. For the 4D-CT ventilation to SPECT
comparison, the CT image of SPECT was aligned with the peak-exhale 4D-CT image
using rigid image registration. The derived translations and rotations were applied to
the SPECT images to align with the 4D-CT ventilation images, assuming that the
patient did not move between the SPECT and CT scans.

. Acquire
% Acquire 4D-CT scan SPECT/CT V/Q scan
t_l_l 1 —
N, CTimages at || CTimages at . CT images for CT images for | 2
‘ } peak-inhale || peak-exhale Register [« ~gpEcTV SPECT Q Y

3 .
Vseecr — Oseecr £ ;

DIR Register 1

v
VSPLC‘I - QSPL-CI'

l I

HU Jac net
V4D-CT V4D-CT VSI’ECT

Compare

Fig. 1. A schematic diagram for creating 4D-CT ventilation images, acquiring SPECT/CT V/Q
images, and comparing these images. For 4D-CT ventilation imaging, deformable image
registration (DIR) was performed for spatial voxel-wise mapping of the peak-exhale 4D-CT
image to the peak-inhale image. Resultant displacement vector fields were analyzed to create
ventilation images using two different metrics: Hounsfield unit (HU)-change (Vip.cr') and
Jacobian determinant of deformation (V4D_CTJ3°). For SPECT/CT scans, the Q scan (Qspgecr)
was acquired first, followed by the V scan (Vspgcr). For the 4D-CT ventilation to SPECT
comparison, the CT image of SPECT was aligned with the peak-exhale 4D-CT image using
rigid image registration. The derived translations and rotations were applied to the SPECT
images to align with the 4D-CT ventilation images. The activity-corrected SPECT Q image
(Q’specr ) Was subtracted from the V image to determine a net V (Vgpger™).

2.1 Patient

This study was a prospective analysis approved by Stanford University’s Institutional
Review Board. We studied a radiotherapy patient (66 year-old male) who had a stage
IIB lung cancer with a tumor mass in the left upper lobe extending into the left hilum.
The patient had a smoking history of 25 pack-years and severe chronic obstructive
lung disease (COPD) (GOLD class III).
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2.2 4D-CT Pulmonary Ventilation Imaging

4D-CT Scan Acquisition. The 4D-CT ventilation images were created in three steps
as follows. The first step was the acquisition of a 4D-CT scan. Four-dimensional CT
images are created by acquiring oversampled CT data simultaneously with a
respiratory trace and by reconstructing a number of 3D-CT data sets correlated with a
given respiratory phase range [14]. The 4D-CT scan was acquired on the GE
Discovery ST multislice positron emission CT (PET)/CT scanner (GE Medical
Systems, Waukesha, WI) in cine mode with the Varian Real-time Position
Management (RPM) system (Varian Medical Systems, Palo Alto, CA) to record
patient respiratory traces. The patient was in a supine position. The CT data were
acquired at multiple couch positions covering the entire lung for a cine duration that is
a little longer than the estimated respiratory period at each position. Audiovisual
(AV) biofeedback [15] has been used to improve the patient breathing and to
minimize the imaging artifacts. Scan parameters were set as follows: 120 kVp,
approximately 100 mAs per slice, 0.5 sec gantry rotation, 0.45 sec cine interval, 512 x
512 matrix with a pixel size of 1 mm x 1 mm, and 2.5 mm slice thickness, as used
clinically in our department. The GE Advantage 4D software was used to create a
4D-CT image set by sorting raw 4D-CT slices correlated with the RPM data into 10
respiratory phase-based bins (i.e., 0% to 90% at 10% intervals). We used paired 4D-
CT images at the peak-exhale (60% for the current patient) and peak-inhale (0%)
phases for ventilation computation. More details on the 4D-CT acquisition using the
GE scanner with Advantage 4D have been described by Rietzel et al. [14]. The 4D-
CT scan was acquired before radiotherapy is started.

Deformable Image Registration (DIR). The second step was DIR for spatial voxel-
wise mapping of the peak-exhale 4D-CT image to the peak-inhale image, deriving a
DVF. To estimate regional ventilation, it is necessary to establish correspondence of
the individual respiratory phases. A common method for this task is elastic
registration which tries to find a DVF such that one phase image (i.e., peak-inhale 4D-
CT image) is transformed into another phase (i.e., peak-exhale). The resulting DVF
points from the domain of the peak-exhale image into the domain of the peak-inhale
image and therefore can be used for ventilation assessment. Elastic registration
minimizes both a certain similarity measure D and a regularizing term S. By adding a
regularizing term, the registration problem is well-posed. For D, we chose the sum of
squared differences. For S, an elastic regularizer based on the Navier-Lamé equation
was employed. The elastic regularizer assumes that the underlying images can be
characterized as an elastic and compressible material. Its properties are modeled by
the so-called Lamé constants, A and u. Based on calculus of variations, we arrive at a
system of non-linear partial differential equations to be solved, i.e.,

phu+(p+ 2V -Vu=VT,(R-T,), (1)

where T, and R correspond to the displaced peak-inhale phase and the peak-exhale
phase, respectively. For the discretization of the formula (1), finite differences in
conjunction with Neumann boundary conditions have been chosen. The resulting
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system of linear equations consists on one hand of a sparse, symmetric and highly
structured matrix arising from the regularizer and, on the other hand, of a so-called force
vector corresponding to the similarity measure. By nature, the larger the contrast of
misaligned image structures is, the larger the modulus of the force vector is. Therefore,
bone structures would be perfectly aligned in CT images, whereas soft tissue may not.
This holds particularly for the lung-rib interface with on the one side the parenchyma
following the motion, and on the other side the ribs staying in place or even moving in
opposite direction. To circumvent misalignment of parenchymal structures, we added a
simple masking of the force vector. For every voxel with a HU value greater than 0 in
the reference phase, the force vector was set to O for this voxel location. This results in
a lung deformation which is not influenced by misalignment of the rib cage.

Ventilation Computation. The final step was quantitative analysis of the resultant
DVFs for computing the ventilation metric. Ventilation can be estimated for each
voxel based on the established correspondence between the peak-exhale and peak-
inhale 4D-CT images. In this study, we investigated two metrics exploiting: (1) HU-
change in corresponding parenchymal structures (Vap.cr °) [4, 5, 7, 10, 13], or (2)
local volume changes of the computed DVF, i.e., Jacobian determinant (Vsp.cr'™) [7,
8, 13]. For Vip.cr™”, we presumed that regional ventilation can be represented by the
relative change in fraction of air as originally proposed by Simon [5]. The Vip.cr'™®
value in the voxel at location (x) of the peak-exhale image is given by,

HUinhale {X + M(X)} - HUexhale (X)

pHU =1000 ’
4D—CT (x) HU_,. (x)[H Ui {x + u(x)} + 1000]

)

where HU(x) is the HU value and u(x) is the displacement vector mapping the voxel at
location (x) of the peak-exhale image to the corresponding location of the peak-inhale
image. Given the influence of the statistical noise, the CT images have been smoothed
with a Gaussian filter kernel with a variance, 6> = 1.5 mm? before computing Vyp.cr''°
For Vip.cT™, we presumed that regional ventilation can be represented by a Jacobian
determinant of deformation. The Vip.cr™ value in the voxel at location (x) is given by,

Vister (%)= det[V{x 'H”(x)}]_l- 3)

For both Vip.cr™® and Vip.cr'™, positive and negative values indicate local expansion
and contraction, respectively.

2.3 SPECT/CT V/Q Scan

The SPECT/CT V/Q scan consisted of four parts: (1) CT for SPECT Q (Qspecr), (2)
QSPECT; (3) CT for SPECT V (VSPECT), and (4) VSPECT- The SPECT/CT V/Q scan was
acquired on the GE Infinia Hawkeye SPECT/CT scanner. For Qspgcr, 1 mCi of
technetium-99m-labeled macroaggregated albumin (*"Tc-MAA) was injected
intravenously. For Vgpgcr, technetium-99m-labeled diethylenetriamine pentaacetate
(**™Tc-DTPA) was aerosolized. The patient’s nose was clamped and an inhalation of
#mTe-DTPA acrosols was given through a mouth piece of a nebulizer until the count
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rate reached three times higher than the original count rate recorded after Qspgcr. The
SPECT scans were acquired in a 64 X 64 matrix with a pixel size of 8.8 mm x 8.8 mm
with 60 projections over 360° and durations of 25 s per projection for Qspgct, and 30 s
for Vspeer. The slice thickness was 8.8 mm. The low-dose CT scans were also
acquired at 120 kVp and 2.5 mAs. The SPECT images were reconstructed with
attenuation correction using the CT images. For the SPECT/CT scan, the patient was
in a supine position on a flat Lucite board placed on top of a concave couch in order
to reduce registration errors between 4D-CT and SPECT images. Both the SPECT
and CT scans were acquired under free breathing as it took long. The SPECT/CT
scan was acquired on the same day as 4D-CT and hence the patient was expected to
have the same functional status.

2.4  Statistical Analysis

The Viper™® and Viper™ images were compared to Vspecr and QOspecr.  Here we
assumed Vgpgcr as ground truth. Qspger was also used for the comparison as surrogate
of Vspecr, given that there was concern for central airway depositions of aerosol
particles in Vsppcr for severe COPD patients [16]. The current patient had severe COPD
as described above in the section 2.1. Strong correlations between ventilation and
perfusion have been demonstrated [17, 18] (e.g., 0.89 [17]), and therefore perfusion can
be used as surrogate. For the comparison, the CT image of SPECT was aligned with the
peak-exhale 4D-CT image using rigid image registration (Fig. 1). The derived
translations and rotations were applied to the SPECT images to align with the 4D-CT
ventilation images. Given that Vspeer was acquired after QOgpger and PmTe MAA
activity remained on Vspgcr, the activity-corrected Ospecr (i-€., Q’sprcr) Was subtracted
from Vgpger to determine a net V (i.e., Vopger™). The activity correction for Qspger was
simply based on an exponential decrease with a physical half-life of *™Tc (i.e., 6 h) and
a biological half-life of MAA (i.e., 5 h [19]). After registration, the Spearman’s rank
correlation coefficients were determined to quantify the correlation between Vip.cr ™ or
Vip.er™ and Vepper™ or Qgpper. For the correlation analysis, the 4D-CT ventilation
images were downsampled to the SPECT image resolution.

3 Results

Fig. 2 shows example images of 4D-CT, Vip.cr'", Vip.cr™, Vepper™' and Ospeer. The
V and Q images are shown with a scale from the 10th percentile value to the 90th
percentile value. The percentile values were determined for the V or Q values inside
the lungs. The Vyp.cr images provided a higher resolution than Vgpeer™ or Qspeer. In
the comparison between Vip.cr © or Viper™ and Vepper™, there were several
agreements in some regions and many disagreements throughout the lungs. Overall,
all ¥ images showed higher ventilation in the right lung than in the left lung, which
would be due to a large tumor mass near the left hilum compressing large bronchi.
For Vip.cr'Y, we found reasonable agreements in the right lower region at mid-
anterior (low ventilation) and in the right upper region at mid-posterior and posterior
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(high ventilation) for example. However, disagreements were more obvious and were
found throughout the lungs, e.g., Vip.er'© showed moderate ventilation in the left
lung at anterior and mid-anterior, where Vgpper™' showed high ventilation. In
addition, we found disagreements in periphery, where Vip.er'U showed higher
ventilation than Vgpper™'. Presumably these disagreements are due to central airway
depositions of aerosol particles in Vspper™' as observed at mid-posterior, which would
underrepresent peripheral ventilation. The Spearman voxel-based correlation
coefficient between Vip.cr ¥ and Vepper™' was 0.030.  Similarly Vip.cr™™ also had
many disagreements with Vgpper™ and the correlation was 0.184. Fig. 3 shows the
voxel-based relationships between Vip.cr'> or Vip.cr™ and Vepper™ or Qgpecr. There
were considerable probabilities of negative 4D-CT ventilation values that are not
supposed to appear during inhalation in principle, as observed by Christensen et al.
[9]. This leaves open the question of DIR algorithm errors.

4D-CT
(peak-exhale)

HU Jac net
V4D—CT V4D—CT VSPECT QSPECT

Anterior ,
Mid- !
anterior ’ ‘
{ .7 :
‘na i

Fig. 2. Example images at the same coronal level of peak-exhale 4D-CT, 4D-CT ventilation
derived by the Hounsfield unit (HU) metric (Vyp.cr ") or the Jacobian metric (Vyp.cr'™), the net
SPECT ventilation (Vgpger™), and perfusion (Qspger). Each row represents different coronal
level. The ventilation and perfusion images are shown with a scale from the 10th percentile
value (V9 or Qyp) to the 90th percentile value (Voo or Q). The xth percentile value is the
ventilation (perfusion) value at which x% of the total lung volume has lower value. Note that
the Vip.cr values outside the lungs are masked out, while Vgpper™* and Qspgcr are not masked
out to show central airway depositions of acrosol particles in the Vgpper™ image.

Mid-
posterior

Posterior

. H
In the comparison between Vip.cr U or V4D_CTJ“° and Qspper, there were both
agreements and disagreements as with Vgpper™, however there were clearly more
agreements for Qgpgcr compared to Vpeer™ from visual inspection (Fig. 2). The Qgpgcr
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image also showed higher perfusion in the right lung than in the left lung similarly to
the ¥ images, which would be due to a large tumor compressing large vessels. For Vip.
crV, we found reasonable agreements in the left upper region at anterior and mid-
anterior (moderate ventilation) and in the right upper region at mid-posterior (high
ventilation) for example. Disagreements were found in the right lung at anterior for
example, where Vin.er® showed high ventilation, however Qsprcr showed low to
moderate ventilation. The Spearman voxel-based correlation coefficient between Vyp.
eV and QOspect Was 0.357 (Fig. 3). Vip.cr™ also demonstrated better agreements with
Osprcr than with Vepper™ and the correlation coefficient was 0.479.

Two different ventilation metrics led to spatially variant 4D-CT ventilation images
(V4D_CTHU and V4D_CTJ“) (Fig. 2). From visual inspection, there were good agreements in
the right upper region at mid-posterior (high ventilation) and in the left lung at posterior
(low ventilation). However, Vip.cr ¥ showed low ventilation in the right lower region
at mid-anterior and mid-posterior, where Vap.cr™ showed high ventilation in contrast.
The Spearman voxel-based correlation coefficient between Vip.cr'~ and Vip.cr'™ was
0.459. Also, Vipcr© demonstrated a more heterogeneous distribution with a
coefficient of variation (i.e., the ratio of the standard deviation to the mean) of 0.160
than Vyp.cr™ with 0.072, which is reflected in more scattered distributions in Fig. 3.

VJac ol

HU
v, Or & 4D-CT

4D-CT

r=0.030 r=0.184
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t 't
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r=0.357
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Fig. 3. Four-dimensional (4D) computed tomography (CT) ventilation vs. single photon
emission CT (SPECT) ventilation or perfusion. The Spearman correlation coefficients and
least square regression lines are also shown.
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4 Discussion

The correlations between the 4D-CT ventilation and SPECT ventilation (assumed
ground truth) were weak, which is consistent with Castillo et al. [6]. The weak
correlations could be due to limitations of the 4D-CT and/or SPECT techniques. The
limitations of the 4D-CT ventilation imaging technique include (1) a potential bias in
the HU metric, (2) the need for the physiologic validation, and (3) the artifacts in 4D-
CT images. There is a possibility that the HU metric underestimates the actual HU
change, given that the DIR algorithm used in this study minimizes the sum of squared
differences, however this effect would be small considering that it is also based on the
elastic regularizer. Our recent study demonstrated significantly lower ventilation in
emphysematous lung regions than in non-emphysematous regions (p < 0.001), which
indicates a potential of 4D-CT ventilation imaging to achieve the high physiologic
accuracy [13]. However, this study focused on the global accuracy only. Artifacts
are observed in the 4D-CT images at an alarmingly high frequency (i.e., 90%) [20],
which could impact 4D-CT ventilation imaging. Although we used AV biofeedback
to minimize the artifacts, several artifacts still remained in the images. There are
several more strategies to improve 4D-CT, including a wide-area detector CT scanner
with a greater coverage [21], improved sorting methods [22, 23], and post-scan image
processing [24, 25]. The limitations of the SPECT ventilation scan with *"Tc-DTPA
aerosols include central airway depositions in severe COPD patients [16]. That was
the case in the current study as the patient had severe COPD. Central deposition
limits the uniform penetration of aerosol particles to periphery, yielding non-
representative SPECT ventilation [26, 27]. In a recent study, an ultrafine dispersion
of technetium-99m-labeled carbon (i.e., Technegas) has been found to be superior to
#mTe-DTPA for COPD patients [26]. In addition to these limitations of the 4D-CT
and SPECT techniques, several differences between these two techniques might lead
to the weak correlation. The differences include the spatial resolution, patient
positioning and respiratory phase. For the difference in the resolution, appropriate
smoothing for creating a 4D-CT ventilation image may result in an improved
correlation. The patient received the 4D-CT and SPECT scans separately on the
different scanners, where there was a considerable difference in positioning even
though we tried to minimize it. We would not be able to disregard this difference
unless a SPECT/CT scanner with the 4D-CT capability is used to acquire both 4D-CT
and SPECT scans. The difference in the respiratory phase is another issue, i.e., the
4D-CT ventilation was based on the peak-exhale and peak-inhale phases only,
however the SPECT ventilation was acquired under free breathing. Integrating the
4D-CT ventilation created from all the 4D-CT images over a full respiratory cycle
would more appropriately represent free breathing and may improve a correlation.
The correlations between the 4D-CT ventilation and SPECT perfusion were much
higher than those with the SPECT ventilation. However, they were still weak, which
could be due to a potential difference between ventilation and perfusion in addition to
limitations of the 4D-CT and/or SPECT techniques as described above. It has been
demonstrated that regional ventilation is tightly matched to perfusion in large
laboratory animals under normal conditions [17, 18], even though its mechanisms
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remain unresolved. Altemeier found a strong correlation between ventilation and
perfusion in pigs with an average correlation coefficient of 0.89 [17]. There are
several potential causes degrading this matching, which include pathological
conditions and mechanical ventilation [28]. Mismatch between ventilation and
perfusion occurs mainly due to pulmonary vascular disease such as pulmonary
embolism and hypoplasia/aplasia of pulmonary artery [19]. In this study, the patient
had no clear evidence of such diseases, however had a lung cancer and COPD that
might degrade the ventilation and perfusion matching. Another difference may come
from the effect of posture and gravity on the relationship between ventilation and
perfusion [29, 30]. Recently, Petersson et al. investigated this effect using the SPECT
V/Q scan for 7 healthy volunteers in a supine posture [29]. They found more uniform
V/Q ratios close to 1 in the superior-inferior direction compared to an upright posture,
however there were slight increases up to approximately 1.3 in the inferior regions.

The 4D-CT ventilation imaging technique has higher spatial and temporal
resolution, lower cost, shorter scan time, and/or higher accessibility compared with
other techniques (including nuclear medicine, hyperpolarized gas MR, and Xe-CT).
The 4D-CT ventilation can be considered as ‘free’ information, because 4D-CT scans
are in routine use for lung cancer radiotherapy in many centers, and ventilation
computation involves only image processing (DIR) and analysis. Furthermore, 4D-
CT ventilation imaging has an inherent advantage, i.e., perfect registration to the
original CT images, which enables high-resolution anatomic correlation. Once
validated, 4D-CT ventilation images could be used in lung cancer radiotherapy to
avoid high-functional lung regions from radiation that may allow pulmonary toxicity
reduction [31, 32]. Also, the functional response to radiotherapy treatment could be
investigated with 4D-CT ventilation imaging.

5 Conclusion

The physiologic accuracy of 4D-CT ventilation imaging has been quantitatively
evaluated on a human subject by comparison with the SPECT/CT V/Q scan. The
correlation between the 4D-CT ventilation and SPECT V was very weak, where the
SPECT V showed significant central airway depositions of aerosol particles. The
correlation between the 4D-CT ventilation and SPECT Q was much higher, which
indicates a potential of 4D-CT ventilation imaging to achieve the high physiologic
accuracy. A further study is necessary to investigate the differences between the 4D-
CT ventilation and SPECT V/Q and to improve the accuracy through acquiring more
patient data including non-COPD patients.

Acknowledgments. Julian Hong, Lindee Burton, and Jayesh Patel at Stanford
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study coordination. Dr. Guogiang Cui at Stanford assisted with AV biofeedback for
the 4D-CT scan.
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Abstract: This paper presents a computer aided detection scheme on digital
chest radiographs for pneumoconiosis screening. The scheme involves several
medical image processing and analysis technologies, i.e. lung segmentation
algorithm using the active shape model, image enhancement and features
extraction from lung regions, feature down-selection by correlation analysis and
clustering method, classification on lung regions by multi-scale classifiers
support vector machine, and finally, chest based reporting out on the
classification probabilities. Experiments are conducted on our digital chest x-
ray database, and the result shows a good classification performance for
screening application in clinic.

Keywords: Computer aided detection (CAD), active shape model (ASM),
support vector machine (SVM), pneumoconiosis, digital radiography (DR).

1 Introduction

Pneumoconiosis is a lung disease caused by a long-term inhalation of operative
dust, such as coal, asbestos and silica, and the local tissue reaction to the accumulated
dust particles [1]. Chest radiography is the most practical tool according to the
guidelines of China and International Labor Organizer (ILO) standard for
pneumoconiosis diagnosis, which is based on the assessment of opacities on chest X-
Ray (CXR) films and comparison with standard films. The opacities shape can be
round or irregular, and the number of opacities in each lung zones can be described by
a discrete score from 0/-, 0/0, 0/1, 1/0, 1/1, 1/2, 2/1, 2/2, 2/3, 3/2, 3/3, and 3/+,
corresponding to twelve possible categories, which is named profusion level. Based
on the perfusion level of the opacities on a patient’s CXR, a stage between 0 and II1 is
assigned to the patient to indicate the severity of the disease [2]. Figure 1 shows the
X-ray images of normal chest and pneumoconiosis chests in different stage.
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Fig. 1. Normal and pneumoconiosis chest X-ray images. (a) normal, (b) stage I, (c)
stage II, (d) stage III.

In China, pneumoconiosis holds ~90% occupational diseases. The number of
prevalence cases of pneumoconiosis is 638,234, up to the end of 2008, while there are
over 610,000 suspicious cases, reported by Ministry of Health of the Peoples
Republic of China [3]. However, the diagnosis of pneumoconiosis, which is based on
the assessment of subtle opacities on chest X-rays films and comparison with standard
films, is a challenge job in clinic. The diagnosis process is not only time consuming,
subjective in staging, high experience depended, but also big variant in intra-observer
and inter-observer. The radiologists’ study in China shows that the intra-observer
variance is ~12.5%, and inter-observer variance is ~22.5%][1], which will cause
different compensation to patients as well as the treatment.

In this paper, we present a computer aided detection (CAD) tool to detect the
pneumoconiosis in digital Posterior-Anterior (PA) chest radiographs by image
analysis automatically, which follows the process of lung segmentation, feature
extraction in lung fields and sub-zones, classification and chest based report out. The
CAD tool will help the radiologists in screening application as the second view,
which will improve the work flow in mass screening, reduce the work load in x-ray
images reading, and keep a consistent accuracy in pneumoconiosis diagnosis.

ra e

2 Lung Segmentation and Sub-division

Segmenting the lungs from digital chest x-ray image is to get the lung fields for the
following automatic analysis. Also, the automatic segmentation of lung fields from
chest radiographs can be a useful tool for the morphology analysis based detection of
abnormalities.

2.1 Active Shape Model Segmentation

Lung field segmentation on chest radiographs has attracted a number of
researchers. Rule based schemes have been investigated by Ginneken and Romeny
[4]. Ginneken [5] proposed a new hybrid segmentation scheme that combined the
strengths of a rule-based approach and of a pixel classification approach. Vittitoe [6]
developed a pixel classifier for the identification of lung regions using Markov
random field modeling. Ginneken et al.[7] put forth a lung field algorithm based on
ASM method with optimal features. Iglesias [8] investigated lung segmentation based
on the detection of oriented edges and active contours models. As the efficiency and
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accuracy are required in the segmentation process, ASM algorithm is employed to
delineate the lung fields in this paper.

The ASM algorithm could be mainly divided into two steps, training and
segmentation.

In the training step, a procedure is to be followed to build up the model, i.e.
labeling lung contour landmarks on training images; aligning manual landmark
shapes by scaling, rotating and translating; calculating the statistics of a set of aligned
shapes; constructing the shape model.

The second step is to delineate the lung contour for an input image. The procedure
includes initializing the process with the average shape obtained from training phase;
searching the optimal point along the direction perpendicular to the contour for each
landmark in the initial contour; finding the best fitted lung field shape and update the
parameters and the shape model; repetition until the process converges.

Here, we extract a seed region of lung by histogram equalization and Ostu
thresholding, and transform the average shape model with scaling and translating
before searching the lung contour. The initial location of lung and the transfer of the
average shape improve the accuracy of ASM in lung segmentation. Figure 2 shows
the result of lung field segmentation with ASM algorithm.

Based on the segmentation result, we calculate couple of parameters as
morphology analysis, i.e. the symmetry of left/right lung fields by comparing their
areas, the costophrenic angle which illuminates pleural effusion, and the
cardiothoracic ratio to detect cardiomegaly.

e

Fig. 2. The result of lung field segmentation using ASM algorithm. (Green contour
is the ground truth.)

2.2 Subdividing the Lung Fields into Six Zones

According to the domain knowledge of pneumoconiosis diagnosis, the texture
features are extracted from multiple regions to better capture the features of the
diffuse abnormalities. On the basis of ILO guidance and radiologists’ diagnostic
measurement, six non-overlapping regions are subdivided in the lung fields, as shown
in Figure 3. Each region will be analyzed with a separate classifier that is built by the
features extracted solely from this region. The goal is able to capture the feature of
abnormal variations in that particular part; in principle, this will reduce the influence
of superimposed anatomical structures, which tend to make the abnormalities difficult
to distinguish.

-131-
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Given a lung field mask image, each lung field is subdivided into three zones - the
upper, middle and lower zone. Right lung field subdivision is done by calculating the
apex and diaphragm position and computing horizontal lines that divide the field into
three parts of equal height. However, as the large variability of left lung shapes leads
to difficulty in obtaining diaphragm position, the left lung field subdivision differs
from the right lung field. Left lung field is subdivided by calculating the apex and
bottom position and computing horizontal lines that divide the field into three parts of
equal height. The outer point of the diaphragm is the bottom outer point of each Iung
field, and the inner point is found by tracing inward along the lung contour till there is
a maximum change in curvature.

2 |
a

Fig. 3. The lung fields are subdivided into six regions.

3 Feature Extraction and Selection

Once a region of interest (ROI) — each of 6 zones and two lung fields — is
segmented, the next task is to characterize it in terms of a set of features. Here, we are
following two procedures to achieve the goal. First, we extract three types of features
from each ROI, totally 247 features. Second, we select a set of features for the
following classification by correlation analysis and clustering method.

3.1 Feature Extraction

1. Image enhancement by difference filtering
To enhance various size and various degree of opacities in pneumoconiosis chest, a

multi-scale difference filter bank Lf,(x, y,d) is developed to improve the image

contrast, where n, @, and d denote the order of difference, the orientation in which
the difference is computed and the difference scale, respectively.

2. Image intensity based feature

We extract a set of 6 features based on the histogram of intensity values — mean,
standard deviation, skewness, kurtosis, energy and entropy.

Apart from calculating these on the original ROI, we also extract these features
after applying difference filters on the image, where, two scales {1,2}, nine
orientations {0°,30°,45°,60°,90°,120°,135°,150°,180°} and the first and second order
are used.
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3. Co-occurrence matrix based feature

We extract a set of 5 features based on the gray level co-occurrence matrix
computed for the ROI, namely energy, entropy, local homogeneity, correlation and
inertia. The co-occurrence matrix allows us to capture the level of similarity and
dissimilarity among adjacent pixels in an ROI. Thus, an ROI with opacity will contain
adjacent pixels with similarly high intensities, whereas a normal ROI will not contain
such adjacent pixels. Computing these features for various orientations captures this
information for various types of adjacency. In this paper, we use 4 orientations
{0°,45°,90°,135°} to construct the co-occurrence matrix.

4. Frequency domain based feature

We also extract a set of 5 features based on a frequency domain transformation of
the ROI. These features are the mean, root mean square (RMS), first moment of
power spectrum (M1), horizontal filter and vertical filter.

In total, there are 247 features extracted as described above. Given the number of
data points used for model building, this number is too large and needs to be pruned.
We shall discuss the methods used for feature down-selection in the following
subsection.

3.2 Feature Selection

We select a subset of features for classification by analyzing similarities (such as
correlation) and eliminating redundancy. The objective is to retain the features that
achieve maximum compression of the data with minimum information loss. However,
the real measure of the selection method is simply whether the set of features provides
a good enough description of the ROIs to allow for a good model to be built to
classify ROI into twelve categories of profusion level, which is described in section 1.
Therefore, we build classifiers with feature subsets of various sizes, and choose the
smallest feature set where the classifier performance is acceptable.

Consider a data set with m rows (each representing an ROI) and n columns (each
representing a feature that describes the ROI). We can now create an n*n matrix of
values, where the value in cell (i, j) represents the similarity (absolute value of
correlation) between feature i and feature j in the dataset.

If we consider each feature as a “point” in some space and the appropriate entry in
this matrix as the similarity between pairs of points, we can cluster these points to
arrive at groups of similar features. We perform clustering of features using a method
known as hierarchical clustering [9]. First, features are grouped into a dendrogram,
which is a tree where elements close to each other are clubbed together into branches.
Depending upon the criterion provided by the user (number of clusters, distance
between clusters etc), one can split the tree into branches and thus arrive at clusters.
We can use this method to arrive at groups of similar features from the given dataset.
Once these groups are given, we choose one feature from each group as a
representative.
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4 Classification

From machine learning point of view, pneumoconiosis detection is a binary
classification problem, where classification is to determine a subject has or not has
pneumoconiosis. This is the purpose of screening for workers under high risk of dust.
On the other hand, pneumoconiosis staging, to determine the stage (or severity) of a
patient’s pneumoconiosis, is a multi-class classification problem. This can be
regarded as the activity for quantitative diagnosis. This stage information coming out
of pneumoconiosis staging is crucial because the determined stage is used as both
legal evidence for workman’s accident compensation and the means for selecting
appropriate treatments.

4.1 Classification for Pneumoconiosis Screening

Normally, the task of building a classifier based on the available data can be
viewed in terms of two major sub-tasks: finding the optimal level of complexity for
the classifier, and building the classifier at the specified level of complexity.

For screening application, we build up 8 classifiers for left/right lungs, and 6 zones
by sub-division. The methodology used for building the models is described in [10],
and is outlined here:

1. Search through the space of possible parameter values that describe classifier
complexity.

2. For each possible set of parameter values, build and evaluate the performance of
the classifier. We perform this evaluation using the k-fold cross validation method,
whereby a dataset is divided into k parts, k-1 of which are used for training and the k"
is used for validation. This is done in k different ways, and the average performance
across these validation cycles is reported as the performance of the classifier at that
level of complexity.

3. Pick the parameter values where the best performance is achieved and build the
final classifier using those values. The final classifier performance is evaluated using
a method known as leave-one-out validation, which works the same way as k-fold
validation but with k equal to the number of rows in the dataset. The leave-one-out
performance is considered to be a good measure of the generalization ability of a
classifier [11].

Lung field Zone
=2 >4b Al zones = 1 —>Abnormal
» Abnormal Normal o ah_zones orm = oh
* v ah_zones <2 —>Normal v ab_zones = 0 2 Normal
T lung T low T_high

Fig. 4. The strategy of chest classification from two levels.

Once models for lung and zone level ROIs have been built, we evolve the chest
based final report by leveraging the domain knowledge of pneumoconiosis screening,
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for example, the classification probability of one lung ROI is larger than a threshold,
the chest will labeled as abnormal, but for zone ROIs, the final conclusion is
generated from how many abnormal zones and how much the abnormal zone’s
probability. The strategy is shown in Figure 4. The thresholds are optimized by
training in database.

For all the individual classifiers, we use Support Vector Machines (SVM), a
machine technique pioneered by Vladimir Vapnik [11] and Nello Cristianini [12], and
now extensively used in a number of applications. An SVM attempts to construct a
hyperplane in a high dimensional space that has the largest distance (maximal margin)
to the examples in the training set close to the hyperplane. Complexity is scaled by
transforming the original features using an appropriate kernel function.

A key design choice to be made in building SVMs is the selection of the kernel to
compute the similarity between two examples. We use the Radial Basis Function
(RBF) kernel in our case, and control the complexity by varying the gamma(y)
parameter. The other parameter we control is the penalty for the error term C. These
two parameters determine the complexity of the classifier being built. In order to
choose the right level of complexity as defined by these two parameters, we measured
the performance on unseen examples of an SVM model built at a particular
complexity level using the k-fold validation technique.

4.2 Classification Study for Pneumoconiosis Staging

The pneumoconiosis detection problem has been actively studied. However, work
on pneumoconiosis staging is very sparse, in spite of its importance.

Since the pneumoconiosis stages (0, I, II, III) are discrete categories ordered by
disease severity, to be more exact, the pneumoconiosis staging problem is an ordinal
classification problem. Ordinal classification is a special machine-learning task that
falls between classification and regression [13]. Unlike nominal classification, where
the target classes are un-ordered and classification performance is measured by
classification accuracy, for ordinal classification both accuracy and the distance
between the actual and predicted classes are relevant in evaluating classification
performance. Hence, an important design strategy in developing ordinal classifiers is
to leverage the ordering information to minimize the distance between actual and
predicted classes.

In literature there are several approaches towards addressing ordinal classification
problems. The simplest approach would be to solve ordinal problems by treating them
as un-ordered nominal classification problems. This “passive” approach ignores the
ordering information that could be used to improve the classification performance.
More sophistical approaches have bee proposed in recent years, for example, [14-17].

In this paper, we propose using SVM for pneumoconiosis staging. In our model,
the inputs are the selected features and outputs are the pneumoconiosis stages. To
address the ordinal classification problem, we explore several design strategies,
including categorical, ordinal, and regression.
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5 Experiments and Results

In this section, we introduce the experiments by applying the algorithms described
above on a database of digital chest X-Ray images comprising normal and
pneumoconiosis chest x-ray images.

Normal chest images and pneumoconiosis chest images were collected for building
up the database from clinic. The normal chest images are categorized by gender and
age, while the pneumoconiosis chest images are categorized by stage, from 0+ to II1.

A total of 427 images were collected, of which 252 were of normal subjects and
175 were of patients afflicted with pneumoconiosis.

A lung segmentation result is shown in Figure 2. Ground truth for segmentation
validation was available on 400 images from this database. The performance of the
algorithm was evaluated on the basis of DICE similarity coefficient (DSC) between
the segmented lung mask and the ground-truth mask. DICE coefficient is computed as
twice the area overlap (logical AND) of the two masks divided by the sum of the
areas of the masks (logical OR). On the 400 cases tested, 89% of the images have >
85% DSC, and about 96% cases have DSC > 80%.

Of the 247 features extracted at each resolution, a smaller subset was selected for
classification. At the lung level, the correlation threshold-based selection method was
employed with a threshold of 80% to select 38 features. At the lung zone level, the
hierarchical clustering method was used to select between 12 ~ 14 features for each
zone. 2 models were built at the lung level (one for each lung) and 6 at the zone level
(one for each zone). The feature list and the parameters of model are provided in
Table 1 and 2 as example.

Table 1. Lung models

Lung Left Right

Log2 (C) 5 5

Log2 (Gamma) -5 -7
'0_ 0_ 0 Mean'
'0_0_0_Skewness'

Variables '0_0_0_Kurtosis'

'‘0_0_0_Entropy'
'2_45_1_Entropy'

Table 2. Right lung zone models

Zone Right Upper Right Middle Right Lower
Log2 (C) 15 1 5
Log2 (Gamma) -9 -1 -3
Variables 2 0 2 Mean 0 0 0 Energy 1180 2 Mean
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2_150_1_Energy Deg90_Energy 2_150_1_Energy
1 180 2 Mean 1 120 2 Skewness 0 0 0 Mean
0 0 0 Mean 2 180 _2 Entropy Deg90_ Correlation

The outputs of these models were combined to get the final result for the chest
according to the strategy in Figure 4. And the thresholds we used in the experiment
are below.

Threshold of lung level is 0.5;

Threshold of zone level is 0.64;

Low threshold of sum probability of chest is 0.43;

High threshold of sum probability of chest is 0.54.

We used the LIBSVM package to build and test the SVM classifiers that were used
in the ensemble. This package uses a variant of the Sequential Minimal Optimization
Algorithm [18, 19] to build the SVM. An RBF kernel was used in the SVM, and the
and C parameters which determine classifier complexity were both varied in the range
[2'% 2] in order to arrive at the model with optimal complexity and good
generalization. Table 3 gives a summary of the results in the database.

Table 3. Experimental results in the database.

Sensitivity Specificity | Accuracy
Test result 99.5% 92.7% 95.5%

6 Conclusions and Discussion

Pneumoconiosis detection, especially for coal workers, has attracted many
researchers in the past decades [20-22]. The computer scheme we present here
improved the lung segmentation accuracy in chest radiography, extracted the features
created a feature vector by feature down-selection, built up multiple classifiers on
lung fields and subdivision zones, and reported out based on patient’s chest according
to the clinic domain knowledge.

Our future job is to build up multi-class classifiers on each 6 zones of lung to get
quantitative diagnosis for pneumoconiosis staging, which is one of the most challenge
tasks in clinic. Moreover, we plan to train the parameters in larger training set or test
the computer scheme in clinic data set, which is to optimize the feature vector, avoid
overtraining issue, and make the algorithms more robust.

Currently the tool is expected to provide value in occupational disease detection,
including mass screening and quantitative staging applications. However, it should be
possible to extend it to interstitial diseases with diffuse character, such as lung
tuberculosis.
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Abstract. This paper addresses the hypothesis that artificially implanted
lung nodules from computed tomography exams (CT exams) into chest
radiographs can improve the performance of a computer aided detec-
tion system (CAD system). Twenty-four three-dimensional lung nodules
were segmented and projected in five directions, mimicking 120 X-rayed
nodules. The CAD system was tested by fivefold cross validation on a
publicly available database. The results were evaluated by a free-response
receiver operating characteristic analysis (FROC). It was found that the
performance of the CAD system trained with simulated nodules comes
close to the performance of state of the art CAD systems that are trained
with real nodules. The CAD system trained with real nodules did im-
prove by adding simulated nodules, but only when there were few real
nodules used for training.

1 Introduction

Chest radiography is often the first study performed on symptomatic patients
and on asymptomatic patients in screening. While it is a cost-effective imaging
tool it has the drawback that images are hard to interpret, even for trained ra-
diologists. After some decades of development computer aided detection (CAD)
is becoming a widespread tool in medical diagnosis to assist radiologists. It is
obvious that a radiologist in training improves when he has diagnosed more ra-
diographs with feedback, with different kinds of diseases, with abnormalities on
different locations, and under different circumstances. That is not very different
for CAD systems. A CAD system’s performance also improves when training
data are richer in content and amount. A CAD system must first of all be well-
designed, but it also needs to be trained with many normal and abnormal images
before it can be applied successfully. Many papers have been written about the
design of CAD systems [1,2,3,4], in most cases silently assuming that training
with a large training database is possible. Unfortunately though, large training
databases are rare. This paper describes the results of a feasibility study with
artificially implanted lung nodules to increase the size of training databases.
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Stratum Number
Obvious 12
Relatively obvious 38
Subtle 48
Very subtle 24
Extremely subtle 19
Total 141

Table 1. Subtlety rating of abnormal JSRT images.

A small number of three-dimensional lung nodules were segmented in CT
volumes. Projection of these volumes in different directions mimics X-rayed CT
nodules that can be implanted in chest radiographs. This way a training database
can be extended with abnormalities at will. Simulated nodules can for example
be placed at locations with few training data, e.g., at locations that are partly
obscured by other organs, for separately training the CAD system. They can be
systematically varied in size and/or contrast by scaling or placed on the edges
of ribs or just in between. To prove the concept, a single contrast and the real
projected size of the simulated nodules were used in this paper. Furthermore,
the location variation is limited by locations of contralateral real nodules on the
same radiograph.

The following describes the segmentation of CT nodules, the construction
of simulated nodules, the implanting of these simulated nodules in chest radio-
graphs, and the CAD system that is used to test the hypothesis that implanted
nodules can in principle improve CAD systems. An FROC analysis is used to
objectively evaluate the CAD system with differently enriched training data.

2 Materials and Methods

2.1 Databases

Chest Radiography Database. The publicly available database of the Sci-
entific Committee of the Japanese Society of Radiological Technology (JSRT,
Shiraishi et al. [5]) was used for training and testing the CAD system. The
performance of CAD systems on this database often serves as a benchmark for
comparison between CAD systems. At present, it is the only publicly available
database of chest radiographs of moderately large size with normals and proven
abnormals (lung nodules). The JSRT database consists of 247 Posterior-Anterior
PA chest radiographs, digitized at a spatial resolution of 175 pim/pixel and 12
bit gray levels. 154 images contain exactly one pulmonary lung nodule; the other
93 images contain no lung nodules. Additionally, a publicly available database of
lung field segmentations of the JSRT-images was used. This database consists of
manually segmented unobscured lung fields (only the parts that are unobscured
by the diaphragm or heart), heart, and clavicles (van Ginneken et al. [6]). Thir-
teen images with lung nodules that were not part of the unobscured lung fields
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(a) JSRT nodules (b) Simulated nodules
Stratum Number Stratum Number
< 10mm 33 < 10mm 6
> 10mm and < 20mm 82 > 10mm and < 20mm 68
> 20mm 26 > 20mm 43
Total 141  Total 117

Table 2. Diameter of Lung Nodules. The total number of implanted CT
nodules is 117. The diameter of simulated nodules is defined by the diameter of
a disk with 95% of the total ‘mass’.

were removed from the dataset. Before features were computed the images were
downsampled to 350 pm/pixel to speed up processing. Table 1 gives the subtlety
rating of the abnormal JSRT images and Table 2(a) gives the effective diameters
of the nodules in those images.

Computed Tomography Database. CT volumes in an anonymized database
from a lung cancer screening study were used. To minimize influence of inaccu-
rate segmentation in our simulations, only volumes with nodules that are not in
contact with large blood vessels were selected from this database. Twenty-four
lung nodules were annotated by a radiologist.

The CT volumes were acquired on a 16-slice Philips Brilliance scanner with
a slice thickness of 1 mm and a slice spacing of 0.7 mm. The in-plane resolution
was between 0.6 mm and 0.8 mm.

2.2 Simulated Nodules from Computed Tomography

X-rayed CT Nodules. Twenty-four CT nodules were segmented using a
method by Kostis et al. [7]. This is basically a region growing algorithm with a
refinement by morphological operators. It leads to segmented nodule templates
that are rescaled to the resolution of the radiographs and placed in a box of
air (—1000 HU). Subsequently, nodules were projected along five randomly ori-
ented axes using simple orthogonal ray casting. This leads to 120 two-dimensional
CT intensity profiles. Three simulated nodules that looked unrealistic were not
used, resulting in 117 simulated nodules. Table 2(b) gives the sizes of the 117
simulated nodules. The last step is a conversion from the projected CT units
to radiograph units. This is done by a calibration obtained from studies with
both a CT exam and a radiography exam [8]. The calibration function is deter-
mined by measuring the intensities in corresponding regions of the radiographs
and the projected CTs. The intensities were measured in the heart, the spine,
and in the lungfields. A calibration function was constructed by fitting a third-
order polynomial to these data. It will not completely undo the effects of all
post-processing steps that manifactures apply, like edge detection or unsharp
masking, but it was adequate for the purpose of this study.
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(a) ) (c) @

Fig.1. Examples of Implanted Nodules. Fig.s 1(a) and 1(c) depict two
simulated nodules and Fig.s 1(b) and 1(d) depict parts of chest radiographs
with these nodules implanted.

Implanting X-rayed CT Nodules. The CAD system is trained with both
normal and abnormal images. We implanted exactly one simulated nodule in
the abnormal images. The location was chosen in the contralateral lung field of
the real nodule. (Remember that each abnormal image in the JSRT database
contains exactly one real nodule.) Hence, the total number of available lung nod-
ules for training (real and implanted) doubles. The vertical locations of the real
and implanted nodules are chosen approximately the same and also their hori-
zontal distances from the vertebral column are chosen approximately the same.
The reason for this careful choice of placement is that we test the hypothesis
that adding artificially implanted lung nodules to a training database improves
the performance of a CAD system. If locations were carelessly chosen, e.g., by
random placement, we might have impaired the CAD performance beforehand.

After projection of the CT nodules there is still one degree of freedom, namely
the orientation, which is chosen to be random.

141 simulated lung nodules are sampled from the set of 117 simulated nodules
with replacement and assigned to the 141 JSRT chest radiographs with a real
lung nodule. For a wide range of pixel values the pixel value is approximately
proportional to the thickness of tissue in film-screen radiography. Implanting
nodules is therefore nothing more than adding pixel values. Figure 1 depicts two
examples of simulated nodules.

2.3 CAD system

Local Direction Features. Detection is mainly based on two local direction
features features: the first measures whether the number of local gradients point-
ing to a common center is statistically larger than the expected number for ran-
dom gradients; the second measures whether local gradients are rotation sym-
metric.

If many gradient vectors are directed to a certain location this indicates that
a lung nodule may be present. To quantify such events we define the statistic

- [ 1—=p;y, if “hit”, (pixel j is oriented to pixel 4)
O —Dij if “miss”.
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R

Fig. 2. Hit/Miss. A pixel j is oriented to pixel ¢ when the line through r; with
orientation ¢; crosses a disk with radius R centered at pixel .

A pixel j is oriented to pixel 4, i.e., we speak of a “hit”, when the line through
the location of pixel j, denoted by r;, with orientation ¢; € [0, 7] crosses a disk
with radius R centered at r; (see Figure 2). This happens when

R

sin Aal,] S m,

(1)

where Aw; ; € [0,7/2] is the acute angle between a line with orientation ¢; and
the line through r; and r;. The prior probability that a line through r; is oriented
to pixel 4 is given by p; ;. Assuming that the prior probability of orientations ¢;
is uniform on [0, 7], we have

(2)

2 arcsin 2 if |[r; — ;|| > R
| J Tl = )
Pij = T [lrj—rifl .
’ 1 otherwise.

A sum is computed by
Si = Z Sij
JEN;
where an annular neighborhood N; with outer radius D and inner radius D,
is defined as
./\/z' = {Vrj ER2|R<Dmin < ||I‘j 7[‘1‘” SD}

The first feature, the concentration feature, is defined as

S; e N Sij
"= Gy ety (3)
S v \/ng/\/i pij (1 —pij)

The normalization std {S;} in the denominator is computed by assuming that
all orientations at j € N; are uniformly distributed and statistically indepen-
dent. For random orientations this feature is zero, and only when orientations
systematically have a common center at ¢ (or the opposite, not one is oriented
to 4) it deviates significantly from zero.
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) X-location ) Y-location ) Heart border (d) Lung border

Fig. 3. Location Features within the Unobscured Lungs Fields.

The second feature takes the symmetricity of orientation patterns into ac-
count. Each neighborhood N; is divided into K directional bins, i.e., like a
pie (K = 24 is used). For each bin the statistic S; is computed as before, but
now with N; replaced by the region of one piece of the pie. When S; > 0 for
all bins, there is evidence that the pattern of orientations is symmetric around
pixel i. The second feature, the concentration symmetricity feature, is defined as

ny — Kl

g2 = T/47 (4)

where K; < K is the number of bins at pixel ¢, and ny € [0, K;] is the number
of bins with positive S;. The number of bins is variable as pixels close to the
breast or image boundary are excluded if they do not contain enough pixels. The
denominator is the standard deviation of n when all orientations are uniformly
distributed and statistically independent, i.e., when ny is a binomial random
variate (with sample size K = 24 and probability p = 1/2 that bin ¢ has a
positive statistic S;).

Note that when the summations above are computed for a certain upper
radius D, it takes little effort to compute the summations for a somewhat larger
upper radius. This means that g; and gs can be computed efficiently for all
encountered radii D in a rectangular grid of pixels. Instead of using g; and g-
for fixed upper radius D, we use the multi-scale features after computing them
as a function of D

G = max {91 (D)} o)

and
Gz = max {g2 (D)} (

Before determining the maxima the functions g; (D) are smoothed.

Location Features. Because nodules are not uniformly distributed over the
lungs and, more importantly, because the local direction features suffer from the
vessels near the heart, four location features are added: the relative X- and Y-
coordinates within the pixel’s unobscured lung field (computed by the cumulative
area horizontally or vertically); the relative distance to the heart; and the relative
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distance to the border of the unobscured lung fields (see Figure 3). The four
location features are normalized between zero and one.

Classifier. We used a three-layer feedforward neural network with sigmoid
transfer functions and one hidden layer to classify feature vectors. The num-
ber of input nodes was equal to the length of the feature vector. The number of
nodes in the hidden layer was five and one output node was used. The network
is trained by the backpropagation algorithm.

The neural network output was computed on regularly spaced grid loca-
tions (the grid spacing was 2.8 mm) in all testing images and thresholded local
maxima of the resulting output images were further analyzed. A local maximum
of an output image was considered a true-positive (TP) when its location was
less than 2.5 cm from the center of any annotated lesion, otherwise the local
maximum was considered a false-positive (FP). This criterion was proposed by
Hardie et al. [4].

In most CAD systems a second stage is employed in which candidate nod-
ules detected in the first stage are segmented and classified with more features.
This study is limited to investigating the use of simulated nodules in the initial
detection stage.

Training and Testing. Lung nodule images in the JSRT database are clas-
sified into six strata according to the degrees of subtlety shown, ranging from
“obvious” to “extremely subtle” and “no lung nodules (normals)” (taken from
Shiraishi et al. [5]). The numbers of images per degree of subtlety are given in
Table 1. Stratified fivefold cross-validation was used to partition the dataset into
training sets and testing sets.

Let us call the set with testing images Sz (20% of all normal and abnormal
JSRT images) and the disjoint set with training images Sso (80% of all normal
and abnormal JSRT images). The pixel classifier is trained with the set Sgo (with
existing and implanted lung nodules) and tested with the disjoint set Sy (only
with existing lung nodules). This is repeated with circulating sets Sog until
all images have been tested, i.e., five times. The five sets Sgg are randomized
once and remain the same in all experiments thereafter. The only thing that
differs between experiments are the regions of interest (ROI), comprising the
set of pixels used for training. When a nodule, irrespectively whether it is a
real or a simulated nodule, is not to be used in a certain experiment then it
is removed from the ROI. This is done by removing all pixels in a disk with a
diameter of 4 e¢m centered at the nodule’s location from the ROI. When N,..q;
real nodules and Njypiantea simulated nodules are to be used for training then
all nodules are blanked, except the real nodules in the first N,., images and
the simulated nodules in the following Njmpianted images. Of course, the ROIs of
the testing sets Ssg are not manipulated at all. For experiments with a constant
of Nyeai + Nimpianted lung nodules in the training set, the only thing that may
be varied is the relative amount of implanted lung nodules in the training sets,
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i.e., the blanked nodules; The sets of training and test images remain the same
under all conditions.

3 Experimental Results

Location Features and Local Direction Features. The main experiment is
performed with different numbers of real nodules and simulated nodules. For this
experiment all six features are included. The results, evaluated by a free-response
receiver operating characteristic analysis (FROC; [9]), are given in Figure 4.

In the next section a control experiment is performed to test whether these
results can be explained by the way the simulated nodules were implanted.

Location Features. To show that the previous results cannot be explained
by the locations of the implanted lung nodules alone, a control experiment is
performed with only location features. The results are given in the FROC curves
of Figure 5. Evidently, the curves lie much lower than the curves in Figure 4(a)
(e.g., at one FP per image the sensitivity drops from 0.56 to 0.14 for the real
nodules). This proves that the previous results cannot be explained by location
features alone. In other words, the morphology of the simulated nodules adds
something essential.

The slight difference between the two curves can be explained as follows.
Although the relative locations of the implanted nodules are the same as the
relative locations of the real nodules, the distances to the heart and the distances
to the unobscured lung border, also two location features, are not.

4 Discussion

Conclusion. This paper presents the preliminary results of a study with im-
planted lung nodules for the purpose of training CAD systems. The hypothesis
that a CAD system improves with artificially added X-rayed CT nodules is con-
firmed. Even when no real nodules are in the training set, the performance of the
CAD system is reasonably high, certainly if one considers that only twenty-four
three-dimensional CT nodules form the basis of the implants. The sensitivity of
the CAD system trained with 100 simulated nodules was 0.51 at one FP per
image. The best results reported to date were obtained by Hardie et al. [4].
With the same criterion for TPs, they found a sensitivity of 0.56 at one FP
per image (tenfold cross validation on the JSRT database). The CAD system
they used was however trained with more than 100 abnormal images, but more
importantly it included an extra classifier for candidate lung nodules, an extra
step that was omitted here.

Future Work. In an extended CAD scheme the candidate nodules are further
processed in a subsequent, second classifier. It will be investigated whether such
a CAD schemes will increase the performance (which is already relatively high).
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Fig.4. FROC analysis of a CAD system with Location Features and
Local Direction Features. Figure 4(a) shows the FROC curves when the
CAD system is either trained with either N,.., = 100 real nodules or with
Nimpiantea = 100 simulated nodules. Figure 4(b) shows aggregated results for
other numbers of real and simulated nodules by integrals over the FROC curves
with respect of log;, (FPs per image) from 0.1 to 4 FPs per image. Notably, the
red points at Ny.q; = 0 and 100 are the aggregate performances of Figure 4(a).
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Fig. 5. FROC analysis of a CAD system with Location Features only.
The CAD system is either trained with N,.,; = 100 real nodules or with
Nimplanted = 100 simulated nodules.

Probably more than twenty-four CT nodules (the number used in the current
study) are required to capture the more subtle properties that nodules may
possess.

The locations of implants were realistic locations in this work, because it
is our believe that the location of a nodule is critical for its detection. This
assumption will be investigated. If it is true that locations of implants are criti-
cal for training then a generic, smooth distribution of nodule locations may be
constructed from a database of real nodules.

It would be very interesting to see whether CAD results improve when chest
radiographs are split in different parts, and each trained with a different classifier.
The first thing that comes in mind are the occluded regions, the heart, the
clavicles, and the diaphragm, but one can also use different classifiers for half-
occluded on non-occluded nodules by the ribs. When implanted nodules cannot
be distinguished from real nodules then availability of trained data is not an
issue anymore.
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Abstract. Lung nodule modeling quality defines the success of lung nodule
detection. This paper presents a novel method for generating lung nodules using
variational level sets to obtain the shape properties of real nodules to form an
average model template per nodule type. The texture information used for
filling the nodules is based on a devised approach that uses the probability
density of the radial distance of each nodule to obtain the maximum and
minimum Hounsfield density (HU). There are two main categories that lung
nodule models fall within; parametric and non-parametric. The performance of
the new nodule templates will be evaluated during the detection step and
compared with the use of parametric templates and another non-parametric
Active Appearance model to explain the advantages and/or disadvantages of
using parametric vs. non-parametric models as well as which variation of non-
parametric template design, i.e., shape based or shape-texture based yields
better results in the overall detection process.

Keywords: Nodule modeling, Sensitivity and Specificity of CAD systems,
Data-driven nodule models, Level Sets

1 Introduction

This paper focuses on modeling of the lung nodules which appear in low dose
computer tomography (LDCT) of the human chest. In the past two decades numerous
screening studies in Europe, Japan and the US have been conducted for studying the
enhancements of early detection of lung cancer using CT vs. X-ray and for studying
the correlation of early detection and possible enhancement in lung cancer related
mortality. Suffices to say, lung cancer is a major problem worldwide [1]. The survival
of lung cancer is strongly dependent on diagnosis [2]. Research studies to reach an
optimal detection rate for early detection of lung cancer, is the hope for improved
survival rate [3]-[5].

Machine learning and computer vision methodologies have been used for
image analysis of low dose CT (LDCT) of the chest (e.g., [2] [5]-[8]). A computer-
aided (CAD) system for interpretation of nodules is formed of four major steps: scan
filtering to remove acquisition artifacts; segmentation to isolate the lung tissue from
the rest of the chest region; nodule detection to isolate candidate nodules; and nodule
classification which categorizes detected nodules into possible pathologies. The
literature is rich in approaches to segment the lung from the rest of the chest tissues,
but the majority of the nodule modeling methods are based on parametric descriptions
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of the nodules (e.g., in 2D circular or semicircular models are used, while in 3D
volumes spherical or hemispherical models are used [5]). This paper will focus on the
third component of the CAD system used for early screening of lung cancer; more
specifically how to properly model lung nodules by using the actual data information
to create the models/templates that will improve detection rate. The approach of
nodule detection hinges mainly on proper modeling of nodule templates and much
less on the computational approach to carry out the detection. Extensive surveys on
automatic lung nodule segmentation and detection may be found in [8][9]. The long
history of work in the communications literature (e.g., matched filtering) and
computer vision literature (e.g., active shape and active appearance models) has
demonstrated the value of proper modeling of the objects to be detected. This is
especially the case in biomedical applications as the anomalies are often camouflaged
or occluded by anatomical structures and the limitations of the scanning device or
protocols. To the best of our knowledge none of the studies on lung screening
conducted worldwide has resulted in identifiable databases of nodules listing their
types and pathologies. Therefore, the need is persistent for reliable nodule models
based on the actual scans; this is one of the goals of the authors of this paper.

This paper will investigate two main topics: First, whether parametric
template models are more effective than non-parametric models in terms of sensitivity
and specificity. We use the term data-driven for the non-parametric templates since
the raw data information is used. Second, we study the effect of shape and texture on
the non-parametric models. Shape only models were obtained by co-registering the
contours of an ensemble of nodules obtained by a level set approach. The shape and
texture models were obtained by active appearance models (AAM) (e.g., [17]). Our
focus in particular, is on four nodule types (e.g., Kostis et al. [6]) that possesses
discriminatory features of shape and to some extent texture.

The closest related work to this paper are: 1) Kostis et al. [6] provides a
description of four major types of lung nodules based on identifiable landmarks which
will enable automatic annotation in our methods. 2) Lee et al. [5] established an
empirical relationship, or behavior, for the intensity (or Hounsfield Units) of the
nodules as a function of the radial distance from the centroid of the nodule; this is
beneficial for texture/intensity/gray level estimation of the inside of a nodule shape. 3)
Farag et al. [7][10][11] established a parametric form for the relationship between the
radial distance and the Hounsfield units in Lee’s work; this is very useful for
estimating the intensity of a nodule model given the statistics of an ensemble and the
size (radius of the bounding box containing the nodule). Other works include: the use
of 3D Markov random models [13] to compute the optimal states over the cells from
the relationship of the neighboring cells and Bayesian voxel labeling [14] which
labels the image according to three categories; anatomy, pathology and
miscellaneous. The probability that the voxel belongs to each class is computed and a
decision is made. The approaches described here assume parametric shape
representations of the nodules, whither circles, spheres, etc. or fused ellipsoids to
represent the nodule and its outer surroundings. Parametric modeling of the nodules
(e.g. circles and/or semicircles) will not capture the shape variations in the lung
nodules. Likewise, assuming a uniform (or binary) HU for the nodule doesn’t
resemble reality. Shape and texture models have shown great promise in a number of
computer vision and biomedical imaging analysis applications (e.g. [15][16]). To the
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best of our knowledge Farag et al. in 2009 [17] is the first reported attempt at
employing shape and appearance modeling into the problem of automatic detection
and segmentation of lung nodules in LDCT scanning. This paper is organized as
follows: section 2 describes the level sets shape based approach for obtaining a mean
template representation for each nodule type and how these templates are filled with
texture. The parametric and AAM methods are not described in great details in this
paper. Section 3 discusses performance evaluation; and section 4 concludes the paper.

2 Nodule Modeling

This section will examine the process of nodule modeling and simulation using an
ensemble of nodules identified by radiologists. The level sets method for generating
nodule models is the main focus of this section, while the parametric [7][11] nodule
modeling method and data-driven using AAM [17] to model the nodules in terms of
both shape and intensity method will briefly be described.

2.1 Pulmonary Nodule Definitions

In radiology, a pulmonary nodule is a mass in the lung usually spherical in shape;
however it can be distorted by surrounding anatomical structures such as the pleural
surface. This paper uses the classification of Kostis et al. [6], which groups nodules
into four categories (Fig. 1): well-circumscribed where the nodule is located centrally
in the lung without being connected to vasculature; vascularized where the nodule has
significant connection(s) to the neighboring vessels while located centrally in the
lung; juxta-pleural where a significant portion of the nodule is connected to the
pleural surface; and pleural tail where the nodule is near the pleural surface,
connected by a thin structure; in all of these types there is no limitations on size or
distribution in the lung tissue. These definitions are used in our approach. These
nodule types are characterized mainly by shape, and location with respect to the
anatomy of the chest; the appearance of an individual nodule may not hold too much
discrimination. The ELCAP [12] database provides the LDCT scans where the center
location of the nodule was specified by radiologists. We constructed a database of

nodules using a semi-automatic method of cropping and categorizing each nodule into
one of the four types.

2.2 Lung Nodule Model Simulation: Level Sets Approach

The goal of the modeling process is twofold: generate a template for each nodule
type to be used in the detection process, and establish a procedure for simulation of
nodules to be used for nodule classification. Our focus in this paper is on generating
an overall mean template per type that best represents the characteristics of the real
nodules. A database of nodules was constructed using the Early Lung Cancer Action
Program (ELCAP) lung scans datasets [12]. As described in Farag, et al. 2009
[7][11], the probability density function of the Hounsfield (HU) vs. radial distance
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distribution of the ELCAP dataset had an exponentially decaying form concentrated
in distances of about 10 pixels from the centroid of the nodules (i.e., about Smm);
thus cropping boxes of size 21x21 pixels were used to obtain the nodule ensemble,
given their location in the LDCT scans. These nodules where then classified into one
of the four corresponding categories described in sec. 2.1, constructing a nodule
database that contains variations in intensity distribution, shape/structural information
and directional variability which the cropped regions, within the determined
bounding-box, maintain. A sub-database of 96 nodules (24 nodules per type) is used
in both the level sets approach and the AAM method to generate a mean nodule
template for each type that depicts shape or shape and texture information of the
nodules (Fig.1).
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Fig. 1. An ensemble of 24 nodules from the well-circumscribed (upper left), vascular (upper
right), juxta-pleural (lower left) and pleural-tail (lower right) nodule types.

The Procrustes registration-based AAM approach [15] for lung nodule
modeling [17], required manual annotation by trained experts of the 96 nodules to
employ Procrustes registration to obtain co-registered nodules. A combinational shape
and texture AAM algorithm was used in [17] to generate a mean template that
contained both shape and texture information of the lung nodules shown in Fig. 2.

Fig. 2. Nodule models generated using the Procrustes based AAM method. From left to right:
Well-circumscribed, vascular, juxta-pleural, and pleural-tail nodule types.

A second sub-database of 96 nodules, different from that in Fig. 1, was used
to generate another set of four mean nodules using the AAM approach, the sub-
database and mean nodules generated are depicted in figures 3 and 4, respectively.
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Fig. 3. Second ensemble of 24 nodules from the well-circumscribed (upper left), vascular
(upper right), juxta-pleural (lower left) and pleural-tail (lower right) nodule types.

- | x

Fig. 4. Nodule models generated using the Procrustes based AAM method. From left to right:
Well-circumscribed, vascular, juxta-pleural, and pleural-tail nodule types.

The usage of variational Level sets (e.g., [18]) in this paper replaces the step
of manual annotation performed in the AAM method by a semi-automatic approach
that generates the contours of the lung nodules depicting the shape information. These
contours are then co-registered using the Procrustes method; the contour boundary
points are obtained and used for registration. The Level sets approach eliminates
sources of errors that can arise with manual annotation since only placing the seed
point or points in the region of the nodule centorid is manually performed. Also, the
elasticity of this variational approach addresses the issue of shape variations that can
arise and handles these changes accordingly. In this paper, we used the approach of
Abdelmunim and Farag, 2007 ([18]) for rigid and elastic shape representation via
Level sets. The mean shape templates generated from the contours is shown in Fig. 5.
Given two shapes represented by the vector functions @1 and ®2, a transformation 4
with scales, rotation and translation is to be calculated to transform the first object to
the second. The following dissimilarity measures the difference between the vector
and the other scaled one:

r=SR®, (X)~, (4) (1)
The following energy is formulated as a sum of squared differences
E =I S rdQ
e 2

where the delta is an indicator function with value 1 inside the shape and zero
otherwise. The two shapes are aligned by minimizing the energy function using
various approaches including the gradient dissent method. The training shapes in our
case the contours of the lung nodules are jointly registered with an evolving mean
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shape to find the corresponding global transformations Aj,...,A,. The dissimilarity
measure is used as follows:

1 =85,y — Di(4;) (3)
The energy function will be:

E(q)M’q)l"--ach):Zj'QéériTridQ (4)
i=I
The shape model is a function of the registered training shapes:

D, =®, + 3w (@ -D,) )
i=1
The shape parameters w, need also to minimize the energy function to process the
registration.

Once the mean shapes were generated estimation of texture information was
required, thus using a synthetic approach described in [5][7] and [10] for parametric
templates was performed. The probability density of the intensity for the nodules is
the same as that in [7] since the ELCAP database is used in both.

The intensity of a nodule model was found to be estimated by the following equations
[71(10]:
q(r) = qmaxe_(r/p)zf 0<r<R) (6)

p= R(ln(Qmax) - ln(qmin)) 12 (7
where R is the radius of the circle interior to the bounding box containing the nodule
model (mean shape). The parameters q,,;, and g4, are the lower and upper bounds
of the intensity (Hounsfield Units) in the probability density function of each nodule
type; which is estimated from the ensemble of nodules (e.g., [7][11]). Fig. 6 shows the
templates generated based on the mean shape and the empirical forms of the intensity
(Eq. 6 and 7).

Fig. 5. Average shape of the nodules in Fig. 1. From left to right: Well-circumscribed,
vascular, juxta-pleural and pleural-tail.

Fig. 6. The nodule templates resulting from the intensity equations Eq. 6 and 7 and the mean
shapes in Fig.4. From left to right: Well-circumscribed, vascular, juxta-pleural, and pleural-
tail nodule types shape modeling process.

A set of parametric templates (e.g. circular and semi-circular) were generated
using equations for circular and semi-circular shapes for various radii of empirical
nodules and filled with texture information using equations 6 and 7. Template size



THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS -157-

was the same 21x21 pixels bounding box area, similar to the AAM and level sets
approaches. The same probability density of the nodule intensity observed for the
nodule database for g, and qm.x were used once more and the templates were filled
using the same technique implemented for the level sets approach. Circular or
isotropic templates are defined in terms of radius and gray level distribution as a
circular symmetric Gaussian function while the semi-circular template have an
additional orientation parameter. Fig. 7 shows as set of isotropic and non-isotropic
templates generated by this approach.

=

Fig.7. An ensemble of generated circular and semi-circular templates with various orientations
(adopted from [7]).

2.3 Lung Nodule Modeling Summary

In this paper we examined three approaches for generating lung nodule models or
templates. Of these methods two are non-parametric and data-driven, while the other
approach was parametric as shown in Fig. 7. Parametric nodule models and the non-
parametric nodule models, based on shape only, may be used in template matching in
a binary form (after we segment the original lung images to generate a binary image)
or in gray scale form applied straight to the original lung images (after we remove the
non-lung tissues in the segmentation step preceding the detection). In this paper, as
indicated above, the intensity information in the shape models (using level sets) as
well as the parametric models were obtained using Eq. 6 and 7.

We should point out that the Procrustes approach was used in obtaining the mean
shape (generated from level sets) and the mean shape and texture (generated from the
AAM approach). Other methods may be used to carry out these co-registrations and
may lend enhanced efficiencies with respect to orientations, shapes, etc. in the
ensemble. The overall mean shapes of each nodule type from the two approaches
showed extraordinary resemblance as seen in Fig 2 and Fig. 5.

In the next section we evaluate the performance using the nodule templates from
the methods described above for the detection of candidate nodules.

3 Results

The Early Lung Cancer Action Program (ELCAP) public database [12] was used in
this paper for nodule modeling, classification and detection. The database contains 50
sets of low-dose CT lung scans taken at a single breath-hold with slice thickness 1.25
mm. The locations of the 397 nodules are provided by the radiologists, where 39.12%
are juxta-pleural nodules, 13.95% are vascularized nodules, 31.29% are well-
circumscribed nodules and 15.65% are pleural-tail nodules. In the detection stage all
slices containing nodules are used unlike the modeling stage where only 96 nodules of



-158- THIRD INTERNATIONAL WORKSHOP ON PULMONARY IMAGE ANALYSIS

the total 397 were used for generating the templates. Due to the mean template per
nodule type is found, in the cases of the data-driven models, we use the slices from
the modeling stage in the detection process as well since the templates are not biased
towards any particular one nodule in Fig. 1. There are numerous methods for
performing lung nodule detection in the literature; our goal for this paper is to depict
the effectiveness of our nodule modeling, thus a generic implementation of template
matching with the normalized cross-correlation (NCC) as the similarity measure is
executed. The nodule model (template) is swept across the scan (2D slices or the 3D
volume) in a raster fashion and a similarity measure is calculated between the
intensity (or HU) of the template and the region of the CT data underneath, each
template produces a binary image that represents candidate nodule locations, the four
images are xored together to obtain one image that depict overall candidate nodule
location. We use the widely known form of the NCC in the literature for the
normalized cross-correlation of a template, #(x,y) with a sub-image f{x,y):

Nee = LS U - Nty -0 ®)

n—1 [tz
X,y e

where 7 is the number of pixels in template #(x,)) and sub-image f{x,y) which are
normalized by subtracting their means and dividing by their standard deviations. The
probability density functions (pdf) of nodule and non-nodule pixels are computed
using the normalized cross correlation coefficients resulting from templates with
varying orientations.

The NCC behavior with the data-driven nodule models takes the same general
shape as with the parametric nodules except the distribution function decays faster as
we approach a value of 0.5. Setting a suitable threshold for the NCC is important as
lower thresholds will increase detection rate but increases the false positives, and vice
versa. Various methods can be used for an optimal threshold including modeling the
normalized histogram as two classes, nodules and non-nodules and a Bayesian
approach may be devised to select an optimal threshold. In this paper we set the
threshold to a NCC of 0.5 for the sake of comparison between the three methods.

For nodule recognition (i.e., deciding the pathology of the nodule), features from
the detected nodules need to be compared with pathological counterparts. This issue
will not be considered in this paper as its significance really depends on the
availability of pathological nodule database which is under construction by this
research group. Also, the validation of pathology requires three human experts at least
(two independent reader and a third to decide on opposing decisions).

The overall sensitivity and specificity was computed using equations 9 and 10:

True Positives ©)

Sensitivity =
y True Positives + False Negatives

True Negatives

Specificty = 10
pecificty True Negatives + False positives (10

True positive rate refers to the number of actual nodules that are detected as
nodules while false negatives are the number of nodules that were not detected as
nodules. Thus sensitivity depicts how well the detection was able to recognize
nodules from other lung features using the desired designed templates (parametric and
data-driven). True negatives are the number of nodules that are truly not nodules
while false positives are the number of non-nodules that were detected as nodules.
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Specificity rate is more subjective in its computation since it depends on how the true
negatives and false positive rates are computed during detection. The specificity
represents the negative rate that is correctly identified.

Table 1 depicts the overall sensitivity and specificity results of using the templates
generated by the parametric method, the Level-sets algorithm and AAM method using
the sub-database in Fig. 1 and Fig. 3, centered with respect to the x-axis (i.e., zero
orientation). While Table 2 depicts the overall sensitivity and specificity results when
the templates are rotated from 0° to 360° with step-size 90°. From Tables 1 and 2
several conclusions can be drawn, first the data-driven method using the Level-sets to
generate template that depict overall shape only which are then filled, as described in
section 2.2, yields comparable results to that of the parametric templates in terms of
sensitivity and slightly higher specificity results. Second, rotation of the templates
improved sensitivity in only the parametric and level-set based template approaches
and overall specificity slightly decreased for all approaches. Third, template generated
by the AAM approach provides better results than the parametric, level sets method
and the AAM mean templates depicted in Fig 4. Overall, the AAM algorithm using
either set of mean templates generated from sub-database 1 or 3 yield better results in
terms of both sensitivity and specificity. Thus, data-driven models are more robust
and an enhanced method of lung nodule modeling over the use of parametric
templates, since the actual data is used in modeling and generating mean templates to
represent each nodule type. Also, shape and texture based approaches give a more
accurate and precise representation to the true nodule that provides improved
detection results. So, shape information alone does not suffice, both shape and texture
information is required.

Table 1: Overall sensitivity and specificity of level sets, parametric, AAM using dataset 1 and
AAM using dataset 2 without accounting for template orientation.

Algorithm Sensitivity Specificity
Parametric Approach with template radius 10 and single 72.16% 97.12%
orientation for semi-circular template
Level Sets Approach using nodule contours from dataset 72.16% 98.11%
land no orientation
AAM Approach using dataset 1 and no orientation 85.22% 97.81%
AAM Approach using dataset 2 and no orientation 83.51% 98.36%

Table 2: Overall sensitivity and specificity of level sets, parametric, AAM using dataset 1 and
AAM using dataset 2 templates averaging a number of orientations for the templates.

Algorithm Sensitivity Specificity

Parametric Approach with template radius 10 and 78.01% 96.41%
orientation 0°-360° with step-size 90°

for semi-circular template

Level Sets Approach using nodule contours from 76.98% 97.63%
dataset 1and orientation 00-3600 with step-size 900

AAM Approach using dataset 1and orientation 00-3600 86.94% 96.51%
with step-size 900

AAM Approach using dataset 2and orientation 00-3600 83.51% 97.40%
with step-size 900
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Further studies were conducted using the AAM based approach on both sub-
datasets used for template modeling. The number of annotation points necessary for
proper registration was found to be a function of how many was necessary to depict
the main discriminatory shape information and withholds substantial texture
information commonly found in each nodule for that particular type (i.e. the 24
nodules used per type). Also, 24 nodules per type were used in the modeling of each
nodule type but if fewer nodules were used what will be the effect on the generated
mean nodule templates formulated and used in the detection process was examined.

Table 3 depicts the results obtained when the first 16 and 8 nodules from
each of the sub-databases are used. From the table it is seen that overall sensitivity
and specificity using half or one-third of the nodules in figure 1 results in overall
similar sensitivity and specificity results while in the case of using the sub-database in
figure 3 results in reduced sensitivity as the number of nodules used for modeling
decrease. Overall we found that depending on how well the lung nodules are
annotated and which nodules are represented in the sub-database effected the
generation of the mean templates per type; i.e. if nodules used in the modeling
depicted a majority of the nodules in the larger database and annotated well then the
overall mean templates generated yielded improved sensitivity and specificity results,
if the nodules were not adequately annotated the mean templates generated not
always gave improvements in sensitivity and/or specificity likewise if the nodules in
the modeling database did not depict a vast majority of those in the original database
then detection rates reflected that.

The results are expected to be further enhanced using larger ensemble sizes
than the 24 per nodule types which we used in our experiments. Likewise,
involvement of several radiologists to create the ensemble may also lead to further
improvements.

Table 3: Overall sensitivity and specificity of AAM approach using 8 and 16 nodules from
datasets 1 and 2 for mean template modeling, respectively.

Algorithm Sensitivity Specificity
AAM Approach using 16 nodules from dataset 85.57% 97.84%
1 for modeling and no orientation
AAM Approach using 8 nodules from dataset 1 84.88% 97.99%
for modeling and no orientation
AAM Approach using 16 nodules from dataset 83.16% 98.42%
2 for modeling and no orientation
AAM Approach using 8 nodules from dataset 2 77.32% 98.57%
for modeling and no orientation

4 Conclusions and Extensions

In this paper, a data-driven approach using level sets was devised to model and
simulate typical lung nodules. The modeling procedure of parametric and non-
parametric template models was examined and used for nodule detection. The effect
of template shape and texture on detection of different nodules types was studied.
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From our extensive experimentation we can concluded that the data-driven AAM
algorithm for lung nodule modeling yielded an overall higher sensitivity and
specificity rate, yet, the Level sets approach showed instances of improvement for
specificity and/or sensitivity over the usage of parametric templates. In the parametric
case where we tested on all radii sizes between 1 and 20 pixels the sensitivity was
higher but the specificity in comparison to the data driven nodule templates was still
lower.

This paper has shown that approaches were both shape and texture information is
simultaneously computed for modeling is more robust and an accurate approach than
relying only on shape information for precise nodule descriptions. Current efforts are
directed towards constructing and testing the data-driven modeling approach on a
large clinical database and extending this work into the 3D space. The nodule
databases will be made available to the research community in order to measure the
enhancements made in the detection as well as recognition/classifications based on a
common standard. Also, evaluating these templates to classify the nodules into
designated pathologies (e.g. benign and malignant) is a key and important step that
will be examined. Other algorithms of constructing shape and texture based models
will be explored.

Therefore, we have established a systematic approach to model and simulate the
lung nodules in LDCT scans which is applicable to any data protocol, and any nodule
definition. This contribution is very crucial and may be the building block for all work
on CAD systems applied to lung nodules; indeed, it may be also used for all similar
approaches that generate templates to be detected in data of various types and
formats. The main power of this approach is the fact that it is data-driven; hence,
various attributes of the data may be incorporated in the template design.
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Image Analysis Software Prototype for the
Segmentation and Quantification of Lung Nodules based
on the Cognition Network Technology®

M. Athelogou, J. Kim, M. Kietzmann, R. Korn
Definiens AG, Trappentreustrasse 1, 80339 Munich, Germany

Abstract. We present a software prototype for semi-automatic segmentation and
quantification of lung nodules. The system is based on an image analysis platform,
which enables users to develop different image analysis solutions for different data
modalities. The technology behind the platform is the Definiens Cognition Network
Technology®, which is a context-driven approach based on objects and knowledge.
The presented system quantifies the diameters required by the Response Evaluation
Criteria in Solid Tumors (RECIST) criteria and calculates the volume of the lung
nodules.

Keywords: semi-automatic segmentation, objects, context, knowledge, volume.

1 Introduction

For Computer Aided Detection and Diagnosis systems (CAD) the image analysis is
an important component. Fields of applications, which need extensive image data
analysis, are for example automated tumor quantification by using CT, MRI,
ultrasound data for mammography, detection of polyps in colonoscopy, detection and
localization of ischemic areas in the brain, detection and volumetric measurements for
liver and lung tumors, measurement of aneurisms in blood vessels [8]. Using analysis
and reconstruction of 3D image data, three dimensional reconstructions of organs,
vessels, muscles, and bones can be achieved. 3D data sets may be used for the
reconstruction of individual anatomical models. The development of algorithms and
methods for “multiorgan-extraction” is the goal of actual research and development
[3, 4, and 7]. Most of the methods which are used for the development of the
appropriate image analysis solutions are pixel based. Therefore they show strong
limitations in using context and domain knowledge. The standard for performing
quantification of lung nodules is RECIST [5]. The RECIST evaluation criteria require
the measurement of nodule diameters. There are several initiatives like the
Quantitative Imaging Biomarkers Alliance (QIBA), which evaluate the quantification
of volumetric changes of nodules in CT data sets as a standard for the assessment of
therapy response. There are also several works, which focus on the assessment of
volumetric changes of lunge nodules (e.g., [9]). Some of them are using semi
automated algorithms to calculate tumor volume and other parameters [6].

The software we present enables the measurement of the volume of lung nodules.
The aim of the software demonstration is to show the advantages of context driven,
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object and knowledge based versus pixel based algorithms concerning lesion
measurements in CT series. For doing that, we use as example the quantification of
lung nodules in such data sets.

2 Materials and Methods

The Cognition Network Technology® is a context-based approach based on
objects and knowledge. The technology incorporates elements from semantic
networks, description logics, and functional programming. It can be applied to
different kinds of data [1, 2]. Such data are for example images of different
dimensionality, magnification and resolution and from different acquisition
modalities.

In pixel-based image analysis algorithms, objects of interest are extracted through a
series of filters, including intensity thresholds, proximity, gradients, and edges. These
mathematical filters are generally applied to a whole image or to “‘regions of interest”
in images, evaluating pixels or pixel fields in relation to neighboring pixels. New
images are produced, transforming ‘regions of interest” from the images into
“objects of interest” that can be extracted with a simple threshold. Contents of
biomedical image data are often very complex. In general, such problems cannot be
solved with conventional procedures of applying a sequence of pixel filters combined
with thresholds.

Fig. 1. Schematic representation of the Definiens Cognition Network Technology for image
data analysis.

In contrast to such pixel-based approaches, Definiens Cognition Network
Technology® creates not only the final product (objects of interest) but also automates
the intermediate steps involved in the process. The process evolves during
segmentation, rather than being predefined. Thus, semantic relationships are
generated by classifying all image objects, including the intermediate objects. This
image analysis technology invokes an evolutionary process comprised of alternating
classification and segmentation which may be applied to different data modalities
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synchronously (Fig. 1). Information about the image objects and their relationships
gathered during the course of segmentation can then be used effectively for future
purposes. Alternating segmentation processes may take place in a single image or
image modality by using contextual information about objects drawn from the
segmentation and classification of additional images or image modalities. Finally, a
network of objects in the same or in different images of the same or of different
modalities is created in order to understand the overall system. Subsequent data
analysis relies on the development of these “Cognition Networks”, consisting of
objects and their mutual links. “Cognition Network Language” (CNL) is the
corresponding Graphical User Interface meta language that allows efficient
development of rule-based algorithms to create and process Cognition Networks (Fig.
1). CNL consists of four basic data structures: Processes, Domains, Image Objects
and Image Object Classes. By selecting and parameterizing the Processes the
particular processing algorithms are specified for a given programming step, whereas
through the definition of a Domain the system is guided to the data structure that is
going to be processed. The Processes define “what” and the Domains “where”
processing takes place. The most important Domains are Pixel Level Domains for
filtering and initial segmentation operations; Image Object Domains that specify
objects based on location in the network, their classification, and/or its specific
attributes for the object-oriented processing, and Image Object Relation Domain
which allows the navigation in the image object network. Through the formulation of
domains and semantics, CNL supports the modeling and usage of specific expert
domain knowledge within rule sets. The platform allows for the analysis of an
arbitrary number of image layers (channels) simultaneously.

By operating over the presentation of the structures of interest on different scales in
the object network, measurements, such as morphology, embedding, distribution,
composition, structure, intensities, relative location and co-localization are possible.

Therefore features are defined that describe the individual properties of objects, the
relationships of objects to their neighborhoods, the mutual relationships of groups of
objects in the same or in different images, image sets and modality related features
and metadata, and image modality properties. The technology defines context-neutral
and context-sensitive features.

Based on this technology an image analysis platform has been developed
(Definiens Developer XD). The platform uses the concept of “maps”. These maps
may contain copies of the same or of different data modalities, such as X-ray images
and excel tables [7]. Algorithms for segmentation and classification of data can be
applied to different maps with the same image data in order to achieve the best
segmentation results. Multiple data modalities may be stored and analyzed in maps
synchronously. While each map can be analyzed independently, the system utilizes
image analysis results from one image or from multiple images and image modalities
to provide context for the analysis of objects in other images in an alternating,
iterative process. In this way intermediate analysis results of objects in an image or in
data of a certain modality may be used in the next analysis steps as context for the
analysis of data in the same or in other data as image data of the same or different
modalities. In this way, analysis of different objects of interest can be done in
multiple images and image modalities simultaneously.

At the beginning of this analysis process, simple, knowledge-based “seed objects”
are automatically segmented and classified for use in the initial data processing. These
seed objects are then utilized in subsequent analysis steps in order to provide context
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for the detection, segmentation and classification of other objects in the same image
or in other images. As the technology enables multi-scale data analysis, multiple
levels of information can be extracted from image data. They can also be analyzed in
isolation from other objects, or in the context of other objects. Objects can be linked
on demand and placed into object networks. Semantic objects, such as a lung lesion or
the lungs itself, that are represented by multiple images may be linked to each other in
multidimensional objects.

3 Results

We used Definiens Developer XD to develop a software prototype dedicated to the
segmentation and quantification of lung nodules in CT image stacks. This “lung
nodule” software prototype comprises a CNL Rule Set. As the CNL enables the
automated measurement of object properties by using predefined and user defined
object features, a detailed quantification of the nodule properties is made. Such
features measure for example signal intensity, surface, volume, diameters, both as
absolute and relative values. The system enables at least a detailed quantification of
the nodules properties.

The major steps of the developed CNL Rule Set are the following: In the first step, the
upper and lower threshold for the intensity of the lung nodule are calculated based on
(a) the window settings and (b) the intensity distribution in the neighborhood of a
seed point. Both the window settings and the seed point are provided by the user.
Using the threshold values, an Image Object is created by region growing. If it is not
isolated (touching the pleural wall or a vessel), the segmentation process is refined by
using context Image Objects for the pleural wall and/or vessels.

Figure 2 shows three examples from the public database of the Lung Image Database
Consortium (LIDC) with screen-shots of the annotation by a radiologist (left) and the
segmentation result (right). Three types of lung nodules are depicted: isolated (top),
juxtavascular (middle), and juxtapleural (bottom). The results of the volume quantifi-
cation are stated below the corresponding screen-shots.

4 Discussion

The software prototype shows the ability of the Definiens Cognition Network
Technology, the ability of CNL and the flexibility of the concerning image analysis
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Fig. 2. Segmentation results for three examples from the LIDC database. The annotation of a
radiologist and the corresponding segmentation result are shown on the left and the right,
respectively.

platform for the development of tailored image analysis solutions. Such solutions can
further be developed in order to fulfill the needs of the domain experts. Especially the
solution for the lung nodules can be further developed in a CAD system and can
support radiologists in their daily work. Although further evaluation of the system is
needed, the first results are very promising. This kind of CAD prototype development
may be used as an educational example for the development of further CAD systems
as they are needed in different domains like radiology, pathology etc..
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